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Abstract. Admitted: spatial audio is not an entirely new subject. Nevertheless research has been
bringing forward big leaps and cutting-edge technology in spatial audio for the entire last decade, with
many excellent experts contributing to research and development. We can bluntly say that today our
understanding of spatial audio is unprecedented in many ways: We know much more about neural
mechanisms of spatial hearing, experimental data are available that cover many relationships in great
precision, and models of spatial hearing become more precise and applicable. On the other hand, we can
demonstrate various high-quality sound reinforcement systems showing the power of binaural (headphone-
based) or loudspeaker-based holophonic technologies, such as wave field synthesis and Ambisonics, or
parametric audio coding methods exploiting psychoacoustic effects. Virtual acoustics rendering systems
with room auralization are complemented by recording concepts such as spherical arrays with improved
spatial resolution, distributed intelligent array technologies for audio scene transcription, and parametric
audio coding for first order microphone arrays. The audible result is finally most relevant: profound
evaluation of the various technical methods is currently being researched. It reveals where methods are
most effective, and which combinations of technology could yield our research into an interesting future.

Preface. Michael Vorldnder asked me in 2012 whether I could imagine editing a two-day program for
the EAA Winter School courses in Meran 2013. After accepting this, I found three pleasing surprises: (1)
The great interest of lecturers to come, present, and show demo material, (2) the registration for spatial
audio closing four months earlier because of the many interested participants, and (3) the effort of my
colleagues Matthias Frank and Hannes Pomberger to finally drive a 23 channel loudspeaker system from
Graz to Meran with me to support practical demos.

There were about 50 participants, most of whom PhD students from various countries (Germany, Italy,
Austria, Denmark, Poland, France, Spain, Croatia, Slovenia, ...). The lecture program was structured by
demos, introduction rounds, and discussion, between the announced program points:

e Ville Pulkki: Physiology of binaural hearing and basics of time-frequency-domain spatial audio
processing

e Piotr Majdak: Sound localization in sagittal planes

e Craig Jin: Super-resolution sound field analyses

e Maurizio Omologo: Sound field analysis using distributed microphone array networks
e Sascha Spors: Spatial sound synthesis with loudspeakers

e Hagen Wierstorf: Virtual source localization in wave field synthesis

e Florian Volk: Experiments with loudspeaker-based virtual acoustics

e Matthias Frank: Source width of horizontal amplitude panning

Lectures by Maurizio Omologo, Matthias Frank, and Hagen Wierstorf were held in the Winter School
but are not part of this booklet. These lecturers were included in the course because of their relevance,
despite I knew that these busy people were not be able to contribute a written contribution, this time.

Franz Zotter, June 20th, Graz, 2013.
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Physiology of binaural hearing and
Basics of time-frequency-domain spatial audio processing

Ville Pulkki
Department of signal processing and acoustics
Aalto University
POBox 13000, 00076 Aalto
ville.pulkki@aalto.fi

Learning material for EAA Winter School 2013
January 29, 2013

1 Mammalian auditory pathway

The pathway of the sound, and the neural impulses evoked by it, is reviewed here starting from
the ear and continuing up to the point at which the neural signals from the eyes and the ears meet,
as shown in Fig. 1. The sound received by the ear travels through the outer ear and the middle ear
and arrives at the inner ear. There, the hair cells in the cochlea transform the sound into neural
impulses, which are divided into frequency bands. Then, the signal traverses via the auditory
nerve into the cochlear nucleus (CN), which is located in the brainstem [1]. The various cells in
the CN send different responses to different targets in the auditory system. In both hemispheres,
the CN projects temporally accurate responses via the dorsal stream into the MSO and the LSO.
The CN also projects responses directly into the inferior colliculus (IC) via the ventral stream.
The ventral and dorsal streams may be considered as the origins of the what and where streams,
respectively, reflecting the division of the what and where processing streams of auditory cortical
processing [2]. Furthermore, the auditory information included in the sound spectrum is thought
to be analyzed in the what stream, whereas the spatial information of different sound events in
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Figure 1: Schematic drawing of auditory pathway with organs devoted to spatial hearing
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the auditory scene is thought to be analyzed in the where stream. The MSO and the LSO play an
important role in the localization and spatial hearing due to the fact that the activity originating
from the two ears converges for the first time in the MSO and LSO, and they are known to be
sensitive to differences in binaural signals [3].

The MSO receives both excitation and inhibition from the CN of both hemispheres [4], and
its cells are known to be sensitive to interaural time difference (ITD) [5]. In [5] the functionality
of the MSO neurons is described as coincidence counters that respond to a specific interaural
phase difference (IPD) in such a manner that most of the neurons sharing the same characteristic
frequency are sensitive to an IPD of 7 /4 at low frequencies. The output of the MSO is delivered
mainly to the ipsilateral IC [6]. The LSO receives excitation from the ipsilateral CN and inhibition
from the contralateral CN [7], and the sensitivity of the LSO to interaural level difference (ILD)
has been shown by [8]. There is evidence that the LSO neurons act as phase-locked subtractors
that can respond to very fast changes in the input signals, with an integration time of as low as 2
ms [9]. The excitatory output of the LSO is routed to the IC in the contralateral hemisphere.

The role of the IC in binaural processing is still somewhat unclear, despite the numerous
studies that have measured the responses of IC neurons [10]. This may be related to the versatility
of the IC. What is known of the IC is that it transmits the spatial information from the CN, MSO,
and LSO to the auditory cortex and the SC, and it may modify the information in the process [10].

The superior colliculus (SC) is located next to the IC, and it has multiple layers in the nucleus,
including layers, for example, for visual information as well as for sound [11, 12]. The SC has
been found to be one of the organs responsible for cross-modal interaction, and it is also involved
in steering the focus of attention towards the stimuli [13, 14]. Interestingly, topographical orga-
nization of the auditory space has been found in the SC [12, 1]. The SC includes neurons that
respond to multimodal stimulation originating from the same spatial location [11, 15] and also a
map of the auditory space that is aligned with the visual map in such a manner that the neurons
responsive to auditory or visual stimuli from a certain direction can be found close to one another
[11,12].

2 Basics of binaural psychoacoustics

The spatial hearing of human listeners has been studied actively in psychoacoustical experiments
over the years [16]. The review presented in this section is limited to the most relevant aspects
pertaining to this study.

The sound localization of humans is based on binaural cues between the ear canal signals
resulting from differences in the path of the sound from the sound source to the two ears and on
spectral cues caused by the reflections of the sound on the pinna and torso. The binaural cues
consist of ITD, ILD, and envelope time-shifts [16]. Typically, the auditory system can use all
of the aforementioned cues in the localization process since they all point in the same direction
when a single plane wave arrives at the ears of a listener. However, listening tests conducted in
controlled scenarios have demonstrated that a modification of even one of the binaural differences
away from a zero value is sufficient to shift the perceived lateral position of the evoked auditory
image away from the center [17, 18, 19], for example by modifying the stimulus so that only
the ILD is non-zero. This tendency of the auditory system to favor the off-median plane cues
in localization is called the lateral preference principle in this article. In the case of conflicting
non-zero binaural cues, the ITD has been found to be the dominant cue for both broadband and
low-pass filtered stimuli, whereas the ILD has been found to dominate the localization with high-
pass filtered stimuli [20, 21].

In free-field listening with only one point-like sound source, the sound emitted is perceived as
a narrow auditory image [16]. The accuracy of the localization in such conditions has been found
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to depend on the direction of arrival, the type, and the length of the sound signal [22, 23, 24].
The localization accuracy has often been measured as the minimum audible angle, i.e. the angle
the sound source needs to be shifted from its original direction before the subject can detect the
change [25]. This resolution has been found to be approximately 4+1° directly in front and to
decrease gradually to approximately £10° when the sound is moved to the side on the horizontal
plane [26, 16].

The spatial perception becomes more challenging when the sound heard by the listener actu-
ally consists of an ensemble of independent signals emitted by multiple sound sources around the
listener. If the task of the listener is to localize a particular sound event from the ensemble, the
ensemble can be thought to consist of a target sound and distracter(s) that hinder the localization
task. Furthermore, the reflections of the target sound in a reverberant environment can be consid-
ered as distracters as well, and experiments on the precedence effect [27] have shown that in such
environments, listeners perceive that the sound is emitted from the direction of the direct sound.
The amount of decrease in the localization of the target sound caused by the distracter(s) has been
found to be dependent on several factors, such as the number of distracters, the signal types, the
frequency contents, the signal to noise ratio, and the onset and offset times of the target and the
distracter(s) [28, 29, 30, 31, 32, 16, 27, 33]. Moreover, in conditions that consist of independent
noise bursts, the length of the simultaneous noise bursts emitted has been found to have an ef-
fect on whether the ensemble is perceived as point-like or wide [34]. Additionally, the perceived
width of an ensemble emitting incoherent noise has been found to be slightly narrower than the
loudspeaker span employed in the reproduction, and that the ends of the distributed ensemble are
perceived relatively accurately whereas the center area is perceived less clearly [35].

If the ensemble consists of multiple speech sources, the scenario is related to the "cocktail
party effect”" [36], where it has been shown that listeners are able to segregate speech in multi-
talker situations and are able to both localize the different speakers and to identify the sentences
spoken by the different speakers, although the speech intelligibility and the localization accuracy
are both worse than in single-source scenarios [29, 37, 16, 38].

It should be noted that the overall perception of the auditory scene is a result of a cognitive
process affected not only by the auditory information, but also by the visual information and the
head movements. Support for such an interaction can be found in the experiments of the ventril-
oquism [39, 40] and the McGurk [41] effects. The former of the mentioned effects demonstrates
a shift in the localization of a sound towards the visual image of the sound source, and the latter
demonstrates the change in the heard utterances caused by conflicting visual and auditory cues.
As mentioned above in Sec. 1, the cortical pathways from the eyes and the ears meet in the SC.
Therefore, the aforementioned effects may be partly explained by the processing in the SC.

3 Basics of time-frequency-domain spatial audio processing

The spatial properties of sound perceivable by humans are the directions and distances of sound
sources in three dimensions, and the effect of the room on sound. In addition, the spatial ar-
rangement of sound sources affects the timbre, which corresponds to perceived sound color. The
directional resolution of spatial hearing is limited within auditory frequency bands [16]. In prin-
ciple, all sound within one critical band can be perceived only as a single source with broader or
narrower extent. In some special cases, binaural narrow-band sound stimulus can be perceived as
two distinct auditory objects, but the perception of three or more concurrent sources is generally
not possible, which differs from visual perception, where already one eye can detect the directions
of numerous visual objects sharing the same color.

The limitations of spatial auditory perception imply that such spatial realism that is needed in
visual reproduction is not needed in audio. In other words, the spatial accuracy in reproduction of
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Figure 2: Basic principle of parametric spatial sound reproduction.

acoustical wave field can be compromised without decreasing perceptual quality. This relaxation
of boundary conditions has been recently taken into use in spatial audio.

The basic paradigm is shown in Fig. 2. The input is obtained using multiple microphones, the
signals of which are divided into a time-frequency presentation. An analysis of spatial properties
of the sound field is performed on the microphone signals, and finally the synthesis of sound is
based both on the audio signal(s) and on parametric metadata obtained from the analysis. The
number of audio signals can be one or larger, and the signal(s) can be derived either by summing
some microphone signals to a downmix signal, or by transmitting all of the signals intact.

3.0.1 Directional audio coding

In directional audio coding (DirAC) [42, 43], it is assumed that at one time instant and at one
critical band the spatial resolution of auditory system is limited to decoding one cue for direction
and another for inter-aural coherence. It is further assumed, that if the direction and diffuseness
of sound field is measured and reproduced correctly, a human listener will perceive the directional
and coherence cues correctly.

In the analysis phase, the direction and diffuseness of the sound field is estimated in auditory
frequency bands depending on time, forming the metadata transmitted together with a few audio
channels. DirAC thus assumes that the field consists of a single incoming plane wave superposed
with a perfectly diffuse field at one frequency band. Although the direction and diffuseness could
be measured with many techniques, most of the implementations of DirAC utilize the B-format
input followed by some kind of energetic analysis of sound field.

The target of directional analysis, which is shown in Fig. 3, is to estimate at each frequency
band the direction of arrival of sound, together with an estimate if the sound is arriving from one or
multiple directions simultaneously. In principle, this can be performed using several techniques,
however, the energetic analysis of sound field has been found to be suitable, as shown in Fig. 3.
The energetic analysis can be performed when the pressure signal and velocity signals in 1-3 di-
mensions are captured from a single position. In first-order B-format signals, the omnidirectional
signal is called the W-signal, which has been scaled down by /2. The sound pressure can be esti-
mated as P = /2W, expressed in STFT domain. The X-, Y- and Z-channels have the directional
pattern of a dipole directed along the Cartesian axis, which together form a vector U = [X, Y, Z].
The vector estimates the sound field velocity vector; it is also expressed in the STFT domain. The
energy E of the sound field can be computed as

1 2
Lol (1)

PO
E="Z|U|* +

where pg stands for the mean density of air, and c signifies the speed of sound. The capturing of
B-format signals can be achieved with either coincident positioning of directional microphones,
or with closely spaced set of omnidirectional microphones. In some applications, the microphone
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Figure 3: DirAC analysis.

signals might be formed in the computational domain, i.e. simulated. The analysis is repeated as
frequently as is needed for the application, typically with the update frequency of 100-1000 Hz.
The intensity vector I expresses the net flow of sound energy as a 3D vector. It can be com-
puted as
I=PU, 2)

where () denotes complex conjugation. The direction of sound is defined as the opposite direc-
tion of the intensity vector at each frequency band. The direction is denoted as corresponding to
angular azimuth and elevation values in the transmitted metadata. The diffuseness of sound field
is computed as

[E{T}]

cE{F}’
where E is the expectation operator. The outcome of this equation is a real-valued number between
zero and one, characterizing whether the sound energy is arriving from a single direction, or from
all directions. This equation is appropriate in the case in which the full 3D velocity information is
available.

In the “low-bitrate” version of DirAC, only one channel of audio is transmitted. The audio
channel may also be further compressed to obtain lower transmission data rate. The version with
more channels is shown as “high-quality version”, where the number of transmitted channels
is three for horizontal reproduction, and four for 3D reproduction. In high-quality version the
analysis may be conducted in the receiving end.

In the case of low-bitrate version, the single transmitted channel is divided into diffuse and
non-diffuse streams. Non-diffuse stream is reproduced over amplitude panning, and diffuse stream
by applying the same signal to all loudspeakers with decorrelation. The method produces good
quality for telecommunication purposes. However, the quality of multiple simultaneous sources
and reverberation is degraded. With high-quality version, more channels are transmitted, and the
audio signals for the loudspeakers are derived by matrixing followed by slight decorrelation. It has
been proven that high-quality version of DirAC produces better perceptual quality in loudspeaker
listening than other available techniques using the same microphone input [44].

The high-quality version of DirAC synthesis, shown in Fig. 4, receives all B-format signals,
from which a virtual microphone signal is computed for each loudspeaker direction. The used
directional pattern is typically a dipole. The virtual microphone signals are then modified in
nonlinear fashion, depending on the metadata. The low-bit-rate version of DirAC is not shown in
the figure, however; in it only one channel of audio is transmitted. The difference in processing is
that all virtual microphone signals would be replaced by the single channel of audio received. The
virtual microphone signals are divided into two streams (the diffuse and the non-diffuse streams),
which are processed separately.

The non-diffuse stream is reproduced as point sources using vector base amplitude panning
(VBAP) [45]. In panning, a monophonic sound signal is applied to a subset of loudspeakers

p=1-

3)
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Figure 4: DirAC synthesis.

after multiplication with loudspeaker-specific gain factors. The gain factors are computed using
the information of the loudspeaker setup and the specified panning direction. In the low-bit-rate
version, the input signal is simply panned to the directions implied by the metadata. In the high-
quality version, each virtual microphone signal is multiplied with the corresponding gain factor.

In many cases, the direction in metadata is subject to abrupt temporal changes. To avoid
artifacts, the gain factors for loudspeakers computed with VBAP are smoothed by energy-weighted
temporal integration with frequency-dependent time constant equaling about 50 cycle periods at
each band, which effectively removes the artifacts. However, the changes in direction are not
perceived to be slower than without averaging in most cases.

The aim of the synthesis of the diffuse stream is to create perception of sound that surrounds
the listener. In the low-bit-rate version, the diffuse stream is reproduced by decorrelating the input
signal and reproducing it from every loudspeaker. In the high-quality version, the virtual micro-
phone signals of diffuse streams are already incoherent to some degree. They must be decorrelated
only mildly. This approach provides better spatial quality for surrounding reverberation and am-
bient sound than the low-bit-rate version does.

Prior applications concentrated on cases in which the directional properties of sound are cap-
tured with real microphones from a live situation. It is also possible to use DirAC in virtual or
mixed realities [46]. In these applications, the directional metadata connected to a DirAC stream
are defined by the user. For example, a single channel of audio is spatialized as a point-like virtual
source with DirAC when the same direction for all frequency channels is added as metadata to
the signal. In some cases, it would be beneficial to control the perceived extent or width of the
sound source. A simple and effective method for this is to use a different direction value for each
frequency band, where the values are distributed inside the desired directional extent of the virtual
source. This is effective especially with signals with temporally relatively smooth envelope, such
as background ambient sounds or noisy signals.
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Sound localization in sagittal planes:
Psychoacoustic foundation and models

Piotr Majdak, Robert Baumgartner, Bernhard Laback

Acoustics Research Institute, Austrian Academy of Sciences, Vienna

1 Sound localization in sagittal planes

1.1 Salient cues

Human normal-hearing (NH) listeners are able to localize sounds in space in terms of as-
signing direction and distance to the perceived auditory image [19]. Multiple mechanisms
are used to estimate sound source direction in the three-dimensional space. While inter-
aural differences in time and intensity are important for sound localization in the lateral
dimension (left/right) [35], monaural spectral cues are assumed to be the most salient
cues for sound localization in the sagittal planes (SPs) [20]. SPs are planes parallel to the
median plane and include points of similar interaural time differences for a given distance.
The monaural spectral cues are essential for the perception of the source elevation within
a hemifield [17] and for front-back discrimination of the perceived auditory event [37].

Because interaural cues and monaural spectral cues are thought to be processed largely
independently of each other [20], the interaural-polar coordinate system is often used to
describe their respective contributions in the two dimensions. In the interaural-polar
coordinate system the direction of a sound source is described with the lateral angle and
the polar angle (see Fig. 1, left panel). SP localization refers to the listener’s assignment
of the polar angle for a given lateral angle and distance of the sound source.

Although spectral cues are processed monaurally, the information from both ears af-
fects the perceived location in most cases [29]. The ipsilateral ear, namely, the one closer
to the source, dominates and its relative contribution increases monotonically with in-
creasing lateral angle [10]. If the lateral angle exceeds about 60°, the contribution of the

iPolar angle

Polar Angle (°)

13 5 7 9 11 13 15 17
Frequency (kHz)

Figure 1: Left: Interaural-polar coordinate system. Right: HRTF magnitude spectra of a listener
as a function of the polar angle in the median SP.
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Figure 2: Left: Spatial variation of HRTFs around CTF for a listener. Right: Corresponding
DTFs, that is, HRTFs with CTF removed. Solid line: Mean. Grey area: +1 std. dev.

contralateral ear becomes negligible. Thus, even for localization in the SPs, the lateral
source position, mostly depending on the broadband binaural cues [20], must be known
in order to determine the binaural weighting of the monaural cues.

The nature of the spectral features that are important for sound localization is still
subject of investigations. Due to the physical dimensions, the pinna plays a larger role for
the higher frequencies [26] and the torso for the lower frequencies [1]. Some psychoacoustic
studies postulated that macroscopic patterns of the spectral features are important rather
than fine spectral details [16, 17, 31, 13, 9]. On the other hand, other studies postulated
that SP sound localization is possibly mediated by means of only a few local spectral
features [27, 14, 37|. Despite a common agreement that the amount of the spectral
features can be reduced without substantial reduction of the localization performance,
the perceptual relevance of particular features has not been fully clarified yet.

1.2 Head-related transfer functions

The effect of the acoustic filtering of torso, head, and pinna can be described in terms of
a linear time-invariant system by the so-called head-related transfer functions (HRTLES)
[4, 32, 28]. HRTFs depend on the individual geometry of the listener and thus listener-
specific HRTFs are required to achieve accurate localization performance for binaural
synthesis |5, 25]. Usually, HRTFs are measured in an anechoic chamber by determining
the acoustic response characteristics between loudspeakers at various directions and micro-
phones inserted into the ear canals. Measured HRTFs contain both direction-dependent
and direction-independent features and can be thought of as a series of two acoustic filters.
The direction-independent filter, represented by the common transfer function (CTF), can
be calculated from an HRTF set comprising many directions [24] by averaging the log-
amplitude spectra of all available HRTFs of a listener’s ear. The phase spectrum of the
CTF is the minimum phase corresponding to the amplitude spectrum of the CTF.

Directional features are represented by the directional transfer functions (DTFs). The
DTF for a particular direction is calculated by filtering the corresponding HRTF with
the inverse CTF. The CTF usually exhibits a low-pass filter characteristic because the
higher frequencies are attenuated for many directions due to the head and pinna shadow
(see Fig.2, left panel). Compared to HRTFs, DTFs usually pronounce frequencies and
thus spectral features above 4 kHz (see Fig. 2, right panel). DTFs are commonly used to
investigate the nature of spectral cues in SP localization experiments with virtual sources
[24, 9, 22].
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2 Models of sagittal-plane localization

We consider models aiming at predicting the listener’s polar response angle to the incom-
ing sound [2]. Such models can help to explain psychoacoustic phenomena or to assess the
spatial quality of audio systems while avoiding the running of costly and time-consuming
localization experiments. We focus on a functional model where model parameters should
correspond to physiological and/or psychophysical localization parameters. Until now, a
functional model considering both spectral and temporal modulations exists only as a
general concept [33]. Note that in order to address a particular research question, mod-
els dealing with specific types of modulations have been designed. For example, models
for narrow-band sounds [27] were provided in order to explain the well-known effect of
directional bands [4]. In order to achieve a sufficiently good prediction as an effect of the
modification of the spectral cues, in [2], the incoming sound is assumed to be a stationary
broadband signal, explicitly disregarding spectral and temporal modulations.

In general, machine learning approaches can be used to predict localization perfor-
mance. Artificial neuronal networks (ANNs) have been shown to achieve rather accurate
predictions when trained with large datasets of a single listener [15]. However, predic-
tions for a larger subpopulation of human listeners would have required much more effort.
Also, the interpretation of the ANN parameters is not straight forward. It is difficult to
generalize the findings obtained with an ANN-based model to other signals, persons, and
conditions and thus to better understand the mechanisms underlying spatial hearing.

Other localization models driven by various signal-processing approaches have been
developed [3, 23]. These models are based on general principles of biological auditory
systems, they do not, however, attempt to predict human-listener performance — their
outcome shows rather the potential of the signal-processing algorithms involved.

2.1 Template-based comparison

A common property of existing sound localization models based on spectral cues is that
they compare an internal representation of the incoming sound with a template [36, 11, 17]
(see Fig.3). The internal template is assumed to be created by means of learning the
correspondence between the spectral features and direction of an acoustic event [12],
based on feedback from other modalities. The localization performance is predicted by
assuming that in the sound localization task, the comparison yields a distance metric
that corresponds to the polar response angle of the listener. Thus, template-based models
include a stage modeling the peripheral processing of the auditory system applied to both
the template and incoming sound, and a stage modeling the comparison process in the
brain.

Peripheral processing The peripheral processing stage is aimed at modeling the effect
of human physiology while focusing on directional cues. The effect of the torso, head, and
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outer ear are considered by filtering the incoming sound by an HRTF or a DTF. The
effect of the ear canal, middle ear, and cochlear filtering can be considered by various
model approximations. In the early HRTF-based localization models, a parabolic-shaped
filter bank was applied [36]. Later, a filter bank averaging magnitude bins of the discrete
Fourier transform of the incoming sound was used [17]. Both filter banks, while being
computationally efficient, were drastically simplifying the auditory peripheral processing.
The Gammatone (GT) filter bank [30] is a more physiology-related linear model of au-
ditory filters and has been used in localization models [11]. A model accounting for the
nonlinear effect of the cochlear compression is the dual-resonance nonlinear (DRNL) filter
bank [18]. A DRNL filter consists of both a linear and a non-linear processing chain
and is implemented by cascading GT filters and Butterworth low-pass filters, respec-
tively. Another non-linear model uses a single main processing chain and accounts for
the time-varying effects of the medial oliviocochlear reflex [38]. All those models account
for the contribution of outer hair cells to a different degree and can be used to model the
movements of the basilar membrane at a particular frequency.

The filter bank produces a signal for each center frequency and only the relevant fre-
quency bands are considered in the model. Existing models used frequency bands with
constant relative bandwidth on a logarithmic frequency scale [36, 17]. In model pro-
posed in [2], the frequency spacing of the bands corresponds to one equivalent rectangular
bandwidth (ERB) [8]. The lowest frequency is 0.7 kHz, corresponding to the minimum
frequency thought to be affected by torso reflections [1]. The highest frequency considered
in the model depends on the bandwidth of the incoming sound and is maximally 18 kHz,
approximating the upper frequency limit of human hearing.

Further in the auditory system, the movements of the basilar membrane at each fre-
quency band are translated into neural spikes by the inner hair cells (IHCs). An accurate
IHC model has not been considered yet and does not seem to be vital for SP localiza-
tion. Thus, different researches used different approximations. In our model, the THC is
modeled as half-wave rectification followed by a second order Butterworth low-pass with
a cut-off frequency of 1kHz [7]. Since the temporal effects of SP localization are not
considered in [2], the output of each band is simply temporally averaged in terms of root
mean square (RMS) amplitude, resulting in the internal representation of the sound. The
same internal representation, and thus peripheral processing, is assumed for the template.

Comparison stage In the comparison stage, the internal representation of the incoming
sound is compared with the internal template. Each entry of the template is selected by
a polar angle denoted as template angle. A distance metric is calculated as a function of
the template angle and can be interpreted as a potential descriptor for the response of
the listener.

An early modeling approach proposed to compare the spectral derivatives of various
orders in terms of a band-wise subtraction of the derivatives and then averaging over the
bands [36]. The comparison of the first-order derivative corresponds to the assumption
that the overall sound intensity does not contribute to the localization process. In the
comparison of the second order derivatives, the differences in spectral tilt between the
sound and the template do not contribute. Note that the plausibility of these compar-
ison methods had not been investigated at that time. As another approach, Pearson’s
correlation has been proposed to evaluate the similarity between the sound and the tem-
plate [27, 11]. Later, the inter-spectral differences (ISDs), namely, the differences between
the internal representations of the incoming sound and the template calculated for each
template angle and frequency band, were used [24]| to show a correspondence between
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Figure 4: Example of the comparison process for a target polar angle of 30°. Left: ISDs as a
function of the template angle. Right: Spectral standard deviation (STD) of ISDs as a function
of the template angle.

the template angle yielding smallest spectral variance and the actual response of human
listeners. All these comparison approaches were tested in [17]|, who, also distinguishing
zeroth-, first-, and second-order derivatives of the internal representations, found that the
standard deviation of ISDs best described their results. This configuration corresponds
to an average of the first-order derivative from [36], which is robust against changes in
the overall level in the comparison process.

In [2], ISDs are calculated for a template angle and for each frequency band (see
Fig. 4, left panel). Then, the spectral standard deviations of ISDs are calculated for all
available template angles (see Fig. 4, right panel). For band-limited sounds, the internal
representation results in an abrupt change at the cut-off frequency of the sound. This
change affects the standard deviation of the ISDs. Thus, in [2], the ISDs are calculated
only within the bandwidth of the incoming sound.

The result of the comparison stage is a distance metric corresponding to the prediction
of the polar response angle. Early modeling approaches used the minimum distance to
determine the predicted response angle [36], which would nicely fit the minimum of the
distance metric used in our example (see Fig. 4, right panel). Also, the cross-correlation
coefficient has been used as a distance metric and its maximum has been interpreted
as the prediction of the response angle [27]. Both approaches represent a deterministic
interpretation of the distance metric, resulting in exactly the same predictions for the same
sounds. This is rather unrealistic. Subjects, repeatedly listening to the same sound, often
do not respond to exactly the same direction [6]. The actual responses are known to be
scattered and can be even multimodal. The scatter of one mode can be described by the
Kent distribution [6], which is an elliptical probability distribution on the two-dimensional
unit sphere.

2.2 Response probability

In order to model the probabilistic response pattern of listeners, a mapping of the distance
metric to polar-response probabilities via similarity indices (SIs) has been proposed [17].
For a particular target angle and ear, a monaural SI has been obtained by using the
distance metric as the argument of a Gaussian function with a mean of zero and a standard
deviation of two (Fig.5, U = 2). While this choice appears to be somewhat arbitrary,
it models the probabilistic relation between the distance metric and the probability of
responding to a given direction. Note that the resulting SI is bounded by zero and one
and valid for the analysis of the incoming sound at one ear only.
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Figure 5: Left column: Mapping function of SI (top panel) for various uncertainties U and the
resulting PMVs (bottom panel) corresponding to the example shown in Fig.4. Right column:
Prediction matrix; predicted response PMV of the localization model as a function of the target
angle for the baseline condition in the median SP.

The width of the mapping function, U in Fig. 5, actually reflects a property of an
individual listener. A listener being more precise in the response to the same sound
would need a more narrow mapping than a less precise listener. Thus, in contrast to the
previous approach [17], in our model we consider the width of the mapping function as
a listener-specific uncertainty, U. It accounts for listener-specific localization precision
[24, 37] due to reasons like training and attention [12|. Note that for simplicity, direction-
dependent response precision is neglected. The lower the uncertainty, U, the higher the
assumed sensitivity of the listener to distinguish spectral features. In [2|, this parameter
is used to calibrate the model to listener-specific performance.

The model stages described so far are monaural. Thus, they do not consider binaural
cues and have been designed for the median SP where the interaural differences are zero
and thus binaural cues do not contribute. In order to take into account the contribution
of both ears, the monaural model results for both ears are combined. Previous approaches
averaged the monaural SIs for both ears [17] and thus were able to consider the contri-
bution of both ears for targets placed in the median SP. In our model, we extend the
lateral target range to arbitrary SPs by applying a binaural weighting function [10, 21|,
which reduces the contribution of the contralateral ear depending on the perceived lateral
direction of the target sound. Thus, the binaural weighting function is applied to each
monaural SI, and the sum of the weighted monaural SIs yields the binaural SI.

For an incoming sound, the binaural STs are calculated for all template entries selected
by the template angle. Such a binaural SI as a function of the template angle is related to
the listener’s response probability as a function of the response angle. It can be interpreted
as a discrete version of a probability density function, namely, a probability mass vector
(PMV), showing the probability of responding at an angle to a particular target. In order
to obtain a PMV, the binaural SI is normalized to have a sum of one.

The PMVs, calculated separately for each target under consideration, are represented
in a prediction matrix. This matrix describes the probability of responding at a polar
angle given a target placed at a specific angle. The right panel of Fig. 5 shows the predic-
tion matrix resulting for the exemplary listener in a baseline condition where the listener
uses his/her own DTFs, and all available listener-specific DTFs are used as targets. The
abscissa shows the target angle, the ordinate shows the response angle, and the brightness
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represents the response probability. This representation allows for a visual comparison
between the model predictions and the responses obtained from actual localization exper-
iments.

2.3 Interpretation of the probabilistic model predictions

In order to compare the probabilistic results from the model with the experimental results,
likelihood statistics, calculated for actual responses from sound localization experiments
and for responses resulting from virtual experiments driven by the model prediction, can
be used [Eq. (1) in 17]. The comparison between the two likelihoods allows one to evaluate
the validity of the model, because only for similar likelihoods the model is assumed to yield
valid predictions. The likelihood has, however, a weak correspondence with localization
performance parameters commonly used in psychophysics.

Localization performance in the polar dimension usually considers local errors and
hemifield confusions [25]. Although these errors derived by geometrical aspects cannot
sufficiently represent our current understanding of human hearing, they are frequently
used and thus enable comparison of results between studies. Quadrant errors (QE), that
is the percentage of polar errors larger or equal to 90°, represent the confusions between
hemifields (e.g., front/back or up/down) without considering the local response pattern.
Unimodal local responses can be represented as a Kent distribution [6], which, considering
the polar dimension only, can be approximated by the polar bias and polar variance. Thus,
the local errors are calculated only for local responses within the correct hemifield, namely,
without the responses yielding the QEs. A single representation of the local errors is the
local polar RMS error (PE), which combines localization bias and variance in a single
metric.

Peripheral Prc

L
Sound._i DTF STD Mapping Blnaural Normali— PMV
'R IHC of ISD to SI Welghtmg zation
1

Figure 6: Structure of the SP localization model from [2].

In [2], QEs and PEs are calculated from the PMVs. The QE is the sum of the PMV
entries outside the local polar range for which the response-target difference is greater or
equal to 90°. The PE is the discrete expectancy value within the local polar range. In
the visualization of prediction matrices (see for example right column of Fig.5), bright
areas in the upper left and bottom right corners would indicate large QEs, a strong
concentration of the brightness at the diagonal would indicate small PEs. Both errors
can be calculated either for a specific target angle or as the arithmetic average across all
target angles considered in the prediction matrix.

Figure 6 summarizes the final structure of the model proposed in |2]. It requires the
incoming signal from a sound source as the input and results in the response probability
as a function of response angle (PMV) for given template DTFs. Then, from PMVs calcu-
lated for the available target angles, QEs and PEs are calculated for a direct comparison
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with the outcome of a sound localization experiment. Figure7 shows the quality of the
predictions in terms of correlation between the actual localization performance obtained
in sound localization experiments and the modeled localization performance.
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Figure 7: Localization performance (PE;, QE) predicted by the model for listener-specific cali-
bration (bars) and actual performance obtained in sound localization experiments (asterisks). r:
Pearson’s correlation coefficient with respect to actual and predicted performance.

3 Summary

Sound localization in sagittal planes refers to the ability to estimate the sound-source
elevation and to distinguish between front and back. It relies on monaural spectral features
encoded in the HRTFs. The SP localization performance is usually measured in time-
consuming experiments. The model [2]| can be applied to predict the SP localization
performance of individual listeners. It is based on a template-based comparison and uses
a listener-specific calibration. The potential applications are, among others:

1. The evaluation of the spatial quality of binaural recordings

2. The assessment of the spatial quality of directional cues provided by the microphone
placement in hearing-assist devices

3. The evaluation of the sagittal-plane localization in surround-sound systems

In order to further demonstrate the model, predictions for exemplary applications are
shown in the following figures.
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Figure 8: Effect of the number of spectral channels. Top row: Channelized DTFs of median SP
from [9]. Bottom row: Prediction matrices and actual responses (open circles). Left column:
Unlimited number of channels. Center column: 24 spectral channels. Right column: 9 spectral
channels. A: Actual performance from [9]. P: Predicted performance.
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Figure 9: Effect of drastic HRTF modifications. Localization with the original (left column),
band-limited (center column), and spectrally warped (right column) DTFs. Top row: DTFs in
the median SP. Bottom row: Prediction matrices. Open circles: actual responses from [34].
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Figure 10: Effect of listening with others ears. Top panels: DTFs of median SP; NH12 (left),
NH58 (center), NH33 (right). Brightness: Spectral magnitude. Bottom panels: Localization
performance (bars) of the pool listening to DTFs of NH12 (circles), NH58 (squares), NH33
(triangles). Dashed line: Chance performance.
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Bottom panels: Increase in localization errors as a function of the loudspeaker span.
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SUPER-RESOLUTION SOUND FIELD ANALYSES
C.T. Jin and N. Epain

CARLab, School of Electrical and Information Engineering
The University of Sydney
Sydney, Australia

1 Introduction

Spherical Microphone Arrays (SMAs) have become increasingly popular during the past decade. One of the unique
advantages of SMAs is they provide a uniform panoramic view of the sound field. This capability motivates their use for
the spatial analysis of sound fields. In [1] and [2], for instance, standard beamforming methods are employed to provide
an energy map of the sound field recorded by an SMA. Recently, more elaborate techniques such as EB-MUSIC [3] or
EB-ESPRIT [4] (spherical harmonic domain implementations of MUSIC [5] and ESPRIT [6]) have been applied to sound
field imaging.

The issue with the above sound field analysis methods is that they are bounded by the SMA’s intrinsic resolution. In
practice, SMAs are typically comprised of a few dozen microphones. Thus the sound field images obtained from SMA
recordings have limited resolution. In recent work [7, 8, 9], techniques based on sparse recovery (SR) have been proposed
that enable an increase in the spatial resolution of the sound field description. When these techniques are applied to
sound scene analysis or for playing back and listening to HOA sound scenes, we refer to the analysis as super-resolution
imaging or sound scene upscaling, respectively. These techniques are based on the hypothesis that the sound field can be
approximated by a few dominant plane-wave sources. Although this is a fair assumption in simple free-field scenarios, it is
clearly not true in the presence of noise or reverberation. Nevertheless, this tutorial shows how to effectively deal with
non-sparse sound conditions using subspace pre-processing.

In summary, this tutorial briefly reviews sound field analysis in the spherical or HOA domain. It then proceeds to
describe the sparse recovery (SR) problem that leads to super-resolution imaging and presents an effective pre-processing
method that improves the robustness of SR-based methods in the presence of noise or reverberation.

1.1 Spherical harmonic expansion of a sound field

In the frequency domain, any sound field consisting of incident sound waves can be expressed as the following series [10]:

[o%e) l
p(r 0,0, 1) =Y > i ju(kr) Y™ (9,0) bim (f) 1)

=0 m=-—1

where p (1,9, ¢, f) is the acoustic pressure for frequency f at the point in space with spherical coordinates (r, 1, ¢), 7 is
the imaginary unit, j; is the spherical Bessel function of degree [, Y;™ is the spherical harmonic function of order / and
degree m, by, (f) is the spherical harmonic expansion coefficient for order I, degree m, frequency f, k is the wave number,
k =27 f/c, and ¢ is the speed of sound. We refer to Eq. (1) as the Bessel-weighted spherical harmonic expansion of the
sound field.

1.2 Higher Order Ambisonics

Truncating the series in Eq. (1) to order L results in a good approximation of the acoustic pressure within a sphere of radius
7 centered on the origin [11]:

R Lo . 20+1
p(r§r7’l9a(pa Z Z ’[9 90) bl’m(f) Wlth r= k‘ ’ (2)

er
=0 m=—

where e is the mathematical constant known as Euler’s number.

As shown in Eq. (2), the coefficients by, (f) of the Bessel-weighted spherical harmonic transform suffice to describe the
sound field around the origin. This transformation underlies the Higher Order Ambisonics (HOA) sound field reproduction
method [12] and the coefficients by, (f) are referred to as the frequency domain HOA signals. The order-L HOA time
domain signals are obtained from the by, (f) coefficients using an inverse Fourier transform and provide a compact
and scalable description of the sound field. HOA signals can be decoded for playing back over various loudspeaker
configurations or over headphones.
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1.3 Recording HOA Signals with Spherical Microphone Arrays

An advantageous feature of spherical microphone arrays leading to their recent popularity is their ability to record HOA
signals. Obtaining HOA signals from the microphone signals is referred to as HOA-encoding. We briefly describe
the encoding process and leave the details for the appendix. In the following, we assume the microphone array has P
microphones. In practice, the time-domain, order- L. HOA signals are obtained from the microphone signals using a matrix
of finite impulse response (FIR) encoding filters, E(¢). The time-domain HOA encoding operation is expressed by the
formula: .

b(t) = E(t) ® x(t) , 3)

where b(t) denotes the vector of the time-domain encoded HOA signals, x(t) denotes the vector of the time-domain
microphone signals, and ® denotes the convolution of a vector of signals by a matrix of filters, i.e.:

P
Blm(t) = Zelm,p(t) * ‘rp(t) > )
p=1

where e, ,(t) is the encoding filter corresponding to the HOA signal of order ! and degree m and the p-th microphone,
and * is the convolution product. The derivation of the HOA encoding filters is presented in the appendix for completeness,
but is not significant for the purposes of this tutorial.

2 Sound field imaging with Spherical Microphone Arrays

In the SMA framework, we have seen that the signals recorded by the microphones can be transformed into a finite-order
spherical harmonic representation of the sound field, the resolution of which depends on the order: the higher the order, the
finer the resolution. Practical considerations generally limit the order of current SMAs. In any case, for this tutorial our
starting point shall be the matrix, B, of the order-L HOA signals with sample length /V:

BL - [b0,07b1,717 "~7bL,L}T ) where bl,m = [bl,m(l)a bl,m(2)ﬂ "'7bl,'m,(N)}T B (5)

and b, (n) denotes the n-th time sample of the order-/, degree-m HOA signal.

We now consider the task of deciphering: “what sounds come from where.” This is the task of sound field imaging,
it is fundamental to acoustic recordings and consists in representing the acoustic energy as a function of the incoming
direction and frequency. The traditional approach to estimate the energy corresponding to a particular direction consists in
steering a beam towards this direction and calculating the energy of the beamformer’s output [1, 2]. In the HOA domain,
beamforming is accomplished by multiplying a spherical harmonic steering vector, yr, (u), with the matrix of HOA signals.
For example, we estimate the energy , e, (u), incoming from direction (6,,, ¢,,) as:

2

1
, (©)

eL(U) = Hm yL(U)T BL

where y 1, (u) is the spherical harmonic steering vector of the up-to-order-L spherical harmonic function values in the
direction (6., ¢y,):
}T

YL(U) = [%0(9u7¢u)7Y171(6u7 ¢u)7Y10(9u>¢u)7 7YLL(0u7¢u) 5 (7)

and Y, denotes the order-/, degree-m real-valued spherical harmonic function.

As mentioned earlier, practical and physical constraints generally limit the order of the HOA signals recorded by SMAs
(typically up to order 3 or 4) and this in turn limits their resolution. In the next section, we show how considerations that
impose sparsity on the sources generating the sound field improves the resolution of the acoustic imaging.

3 Super-resolution imaging

The super-resolution imaging technique presented here is closely related to the compressed sensing literature and employs
sparse recovery (SR) techniques [7, 8, 9]. In the SR approach, we consider a plane-wave decomposition of the HOA signals.
In other words a matrix of plane-wave signals, X, is calculated such that:

D.X=B;, ®
where X = [X1, X, ..., xU]T, Dy is the matrix expressing the contribution of each plane-wave to the HOA signals:

DL = [yL(l)vyL(2)7 7yL(U)] ’ (9)
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and U is the number of plane wave directions. We refer to D, as the plane-wave dictionary, where the number of entries,
U, determines the resolution. As the aim is to obtain a spatially sharp description of the sound field, the dictionary is
chosen with a number of directions far greater than the number of HOA signals. In this tutorial, we use a dictionary of
2562 directions derived by repeated subdivisions of the faces of an icosahedron.

The classical method for solving for X in Equation (8) is to select the solution with the least-square norm. The problem
with this solution is that it is also the one that distributes the sound energy the most evenly across directions, which is
physically incompatible with the assumption of discrete sound sources. Thus, the least-square norm results in a blurred
image. The SR approach, on the other hand, tries to select the solution with the fewest active plane waves, the sparsest
solution. In practice, it is shown in the compressed sensing literature [13] that we obtain such a solution by solving the
following optimization problem:

minimize | X[/, , subjectto D X =By, (10)

where ||-|; , denotes the L1,2-norm, defined by:

U

|1,2 :Z

u=1

X

(an

The fact that this optimization problem provides a sparse solution is by no means obvious. The proof is beyond the scope
of this tutorial and requires a study of the compressed sensing literature.

In this paper we solve Problem (10) using an Iteratively-Reweighted Least-Square (IRLS) algorithm [14]. Solving
Problem (10) results in a sparse set of signals and their corresponding directions selected from the plane-wave dictionary.
The sparse set of plane-wave signals can then be used to estimate the order-L’ HOA signals with L’ > L. We refer to
this operation as upscaling the HOA signals. Upscaling the signals to order L’ is achieved by simply multiplying the
plane-wave signals by the order-L’ dictionary, Dy, defined similarly as D . Note that the plane-wave dictionary, D, is
easily upscaled because the columns are the spherical harmonic representation of plane-waves in a given direction and can
be represented to any order mathematically. In other words, the matrix of the upscaled HOA signals, By, is given by:

B =DpX. (12)

A super-resolution acoustic energy map can then be estimated from the upscaled HOA signals, using the standard
beamforming technique described in Section 2 (Equation 6). Or if the objective is listening to the separated signals,
super-resolution beamforming toward the target signal using the upscaled HOA signals improves the signal separation.

4 Super resolution imaging with subspace pre-processing

The SR approach presented in the previous section is based on the assumption that the sound field is sparse when expressed
using a plane wave basis. However, recorded HOA signals are always polluted by measurement noise which is not sparse
in the plane-wave domain. Further, the sound field may consist of a mixture of a few spatially discrete sources, together
with a diffuse sound field comprising the reverberated sound waves.

The trick to make the super-resolution imaging more robust in the presence of diffuse sound or measurement noise is to
separate the HOA signals into two parts, a “directional” and “diffuse” component, prior to the imaging. Our approach for
extracting the diffuse component of the sound field is to project the HOA signals onto a subspace that is orthogonal (or
mostly orthogonal) to the directional component of the sound field.

We first consider the correlation matrix of the order-L HOA signals, Cy,, which can be decomposed in terms of its
eigenvalues and eigenvectors:

C,=B,B=VSVT, (13)

where V is the matrix of the eigenvectors and S is the diagonal matrix of the eigenvalues:
S = diag ([81,52,83,...,S(L+1)2]) ,  where s1 > 83 > 832> ... 2> 841)2 . (14)
We define the “diffuse separation” matrix, A, as:
A=VITVT, (15)

The matrix I' is a diagonal matrix of weights comprised between 0 and 1:

2
s 2
T = diag (71,72, 78, -+ Y(L+1)2])»  where 7; = sin (%) . (16)
K3

The effect of A operating on the HOA signals is to: 1) Project the HOA signals onto the eigenvectors; 2) Weight the obtained
signals, such that the diffuse components of the sound field are preserved, while the direct components are discarded;
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3) Return to the HOA domain. The idea here is to compare the various eigenvalues against the smallest eigenvalue, (1412,
because the small eigenvalues correspond mostly to diffuse or noise components, whereas large eigenvalues correspond to
the directional components. It is important to note here that, in contrast to the MUSIC algorithm [5], no assumption is
made on the number of sound sources present in the directional component of the sound field.

We now describe the method for super-resolution imaging with subspace pre-processing. The first step is to extract the

)

diffuse component, B(LClif , and directional component, B(Ldir), of the HOA signals as shown below:

Bl —AB,, B —(1-A)B,. (17)

The signals in B(Ld”) contain less noise or diffuse sound than the original signals and therefore are sparser in the plane
wave source domain. The directional and diffuse components are processed separately. The second step is to apply the SR
plane-wave decomposition (Section 3) to the directional component to obtain the upscaled signals B(Ld'jL,. The third step
is to form a composite energy map comprised of a super-resolution map for the directional component and a low-resolution

map for the diffuse component. The energy of the composite map for direction (6, ¢.,.), ér— (1), is given by:

. di dif

ér—r (u) = e(L:)L,(u) + e(L ! )(u) . (18)
where e(Ldi_r,)L,(u) and e(Ldif) (u) are the energies of the directional (order-L’) and diffuse (order-L) maps, obtained as
described in Section 2 (Equation 6). Note that the diffuse component can be excluded when it is expected to contain mostly
measurement noise. However it may be useful to analyze this component in situations where reverberation or other diffuse
sounds are present.

5 Numerical simulations

In this section we present numerical simulation results validating the imaging method described above. In the simulation,
we consider a sound field consisting of 6 plane waves with a diffuse background. The plane waves are incoming from
the directions shown in Table 1. The corresponding waveforms are uncorrelated Gaussian white noise signals with equal
energy. The diffuse component of the sound field is composed by a very large number of plane-wave, Gaussian, white
noise signals with equal energies, that are evenly distributed across space. As ground truth we use the sound field described
by B, the matrix of order-40 HOA signals:

By = B{y” + B, (19)
where Bfféir) and Bfféif) denote the matrices of the HOA signals corresponding to the 6 plane waves and the diffuse
background, respectively. The HOA signals are 1024-sample long. As well, the energies of the diffuse and directional
components of the sound field are equal, which corresponds to a signal-to-noise ratio of O dB if we assume the diffuse
background is noise. The ground truth, order-40, energy map for this sound field, calculated using the method described in
Section 2, is shown in Figure 1(a).

We now assume that this sound field is measured using an SMA providing the exact HOA signals up to order 2. The
order-2 energy map of the sound field is shown in Figure 1(b). This map has limited resolution as expected. Using the
method described in Section 3, the order-2 HOA signals were upscaled to order 40 to provide a high resolution map. This
map is shown in Figure 1(c). Clearly, the upscaling failed due to the presence of a non-sparse sound field. The IRLS solver
found sound sources in directions where there where none. This occurs because spurious plane-waves are used to explain
the signals originating from the diffuse background. Lastly, Figure 1(d) shows the composite map obtained using the
subspace pre-processing method described in Section 4. Compared to the map presented in Figure 1(c), this map matches
the reference map shown in Figure 1(a) much more precisely. Although sources 2 and 4 (see Table 1) were merged into
one source, the other plane-wave sources were localized with a reasonable accuracy. As well, the energy of the identified
sources is approximately that of the actual sources. Regarding the diffuse part of the sound field, the effect of the subspace
pre-processing is clearly visible in that some of the diffuse background energy is missing around the dominant sources.
However, the energy of the diffuse background is approximately that of the actual sound field in the directions where there
is no dominant plane-wave source.

As the method used for separating the diffuse and directional components of the sound field is closely related to MUSIC
or, more specifically, EB-MUSIC [3], we compare the above results with the MUSIC spatial spectrum. The MUSIC spatial
spectrum corresponding to the order-2 HOA signals is given by:

1

o(u) = TV EVT () (20)

where V is as defined in Equation (15), and W is the diagonal matrix given by:

0 fori<6
@ = diag ([11, 2, Y3, s Y(412]) 5 With 5 = { N @1)

1 otherwise
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Figure 1: This figure shows the different energy maps obtained in the numerical simulations: a) the true order-40 map; b)
the order-2 map; c) the order-40 map obtained from the upscaled HOA signals without pre-processing; d) the composite
map obtained using the subspace pre-processing.

Source # 1 2 3 4 5 6

azimuth (°) -170 0 0 20 70 140
elevation(®) 20 0 60 10 O -10

Elevation (deg.)

-180 -90 0 90

Table 1: This table shows the position of the sound sources Azimuth (deg.)
in the numerical simulation.
80 25 20 -5 -0 5 0
Energy (dB)

Figure 2: This figure shows the MUSIC spatial spectrum
calculated from the order-2 HOA signals.

The MUSIC spatial spectrum is shown in Figure 2. The spectrum underlines a spatial support for the dominant sources.
However, with the exceptions of sources 1 and 3, it is not very clear where the sources are. As well, the MUSIC spectrum
does not provide quantitative information about the energies of the sources. Lastly, note that this spectrum was calculated
assuming we knew 6 dominant sources were present, whereas no assumption on the number of sources was made to obtain

the map presented in Figure 1(d).

6 Conclusions

In this tutorial, we briefly reviewed sound field imaging using SMAs. Using traditional beamforming methods, sound
field images obtained from SMAs have limited resolution. Higher resolution images can be obtained using SR methods,
however such methods are likely to fail in the presence of noise or reverberation. In order to increase the robustness of
SR-based sound field analysis, the HOA signals are separated into directional and diffuse components, using a simple
subspace method. The simulations show that this pre-processing can dramatically improve the accuracy of the SR sound
field analysis in the presence of diffuse noise. As well, the proposed pre-processing technique does not require the number
of sources to be known.
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7 Appendix

Central to this work is the fact one can record HOA signals using a Spherical Microphone Array (SMA). Obtaining HOA
signals from the microphone signals is referred to as HOA-encoding. In this section, we derive the formulas used for
calculating the order-L HOA encoding filters for an SMA consisting of omnidirectional microphones located on the surface
of a rigid sphere.

In the absence of measurement noise, the frequency-domain signal recorded by an omnidirectional microphone located
on the surface of a rigid sphere with radius R is given by:

A .l . .]l/(kR) (2) : m,
x(ﬁ,%f):; i ]z(kR)*%hz (R) | > V"W, ) bl )| > (22)

where (¥, ) denotes the azimuth and elevation of the microphone, j; denotes the derivative of the spherical Bessel

m=—1

function of degree [ and hl(Q) and hl(Z)/ denote the degree-/ spherical Hankel function of the second kind and its derivative,
respectively. In Eq. (22), A is chosen sufficiently large to ensure convergence to a given precision.
In the following, we wish to express the mathematics using matrix-vector notation. Therefore, the HOA order, L, of the

vectors and matrices in a given equation will be denoted by the equal sign (:). For a microphone array with P microphones,
the vector of the microphone signals can be expressed as the following matrix-vector product:

A
x(f) & Y L W) B « 23)
where:
e (-)T denotes the transpose o W,i.(f) is the matrix of the modal coefficients up
to order A,
e x(f) is the vector of the frequency-domain micro-
phone signals, Wonie () @ diag(Wmic(f)) »
x(f) = [21(f), z2(f), -, 20 (H)] . (@) with Winie(f) 2 [wo(kR), wi (kR), wi(kR),

kR), ... kR)|"
e Y., is the matrix whose coefficients are the spher- w1 (kR), > wa(kR)

ical harmonic function values up to order A corre-

and wy(kR) = it (jl(k:R) - Wh@)(m)) ,

sponding to the microphone positions, hl(2)’( kR) t
26)
» (

Yumic = [Y1, 2, .-, ypl

) A) o . 0 where diag(a) denotes the diagonal matrix whose
with y, = [Y5' (05, 0p)s Y1 (Up, 0p)s Y1 (9, ), elements are the elements of vector a.

T
Yl1 (1917’ ‘Pp)v crt YA\(19P7 501’7)] ’

e b(f) is the vector of the frequency-domain HOA

(25) signals up to the order A,

where (¥, ¢,,) denotes the azimuth and elevation of ) T
the p-th microphone, b(f) = [boo(f), bi—1(f), ---, baa(f)] . @7)

The HOA-encoding process consists in solving Eq.(23) for the HOA signals. The least-square solution to Eq.(23) is
given by:
: L)
b(f) = E(f) x(f) (28)

where E( f) is defined as the least-square encoding matrix for the HOA signals up to order L and is given by:

E(f) Y Quie(f) pinv (Y,) (29)

where pinv(.) denotes the Moore-Penrose pseudo inverse, Y ;. is obtained by truncating Y ;. at order L, and Q. (f) is
the Tikhonov-regularised inverse of W ;. (f),

L)

uic(f) & diag(@nic(f)) -
with wic(f)) = [wo(kR), wi(kR), w1(kR),w1(kR), ..., wL(k:R)]T ,
w; (kR)

i, (30)
lwn(kR)|* + 52

and wi(kR) =

where [ is the regularisation coefficient.
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The Tikhonov regularisation is used to make the encoding process more robust to measurement noise: at low frequencies
the value of w; (kR) for [ > 1 are very small, which results in huge encoding matrix coefficients if no regularisation is used.
In practice, the time-domain microphone signals are encoded as time-domain order- L. HOA signals using a matrix of Finite
Impulse Response (FIR) encoding filters, E(t). The matrix of encoding filters is obtained using the frequency-domain
encoding matrices calculated using Eq. (29).
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1 Introduction

The idea of accurately synthesizing a captured sound field by multiple loudspeakers surrounding an extended listening
area has been pursued for several decades [1, 2, 3]. It is generally assumed that accurate synthesis of the captured sound
scene results in a perceived auditory scene that is imperceptible from the original auditory scene. Techniques which are
based on this concept are termed as Sound Field Synthesis (SFS) approaches. The most common representatives are Wave
Field Synthesis (WFS) [4] and (near-field compensated) higher-order Ambisonics (HOA) [5].

This lecture gives an overview on the physical basics of SFS that provide a theoretical way of unique and accurate
synthesis. However, spatial sampling and acoustical design limit the achievable accuracy. The basics of spatial sampling
are briefly reviewed. The systems we can build nowadays are physically sill inaccurate above the mid frequencies, however
they do deliver a good perceived quality. Eventually, their good properties are evident in experimental studies.

2 Sound Field Synthesis

2.1 Theoretical Basis

The solution of the homogeneous wave equation for the interior Problem within a bounded source free region V' (see
Figure 1) with smooth boundary OV is provided by the Kirchhoff-Helmholtz integral [6, 7, 8]

% (P(Xo’w) 9G (x|x0,w) _ Glxo,w) OP(x,w)
ov

P(x,w) forx eV
9(n,xo) a(n.x) ) @50 =4 zP(xw)  forx € OV (M)

forx eV

O ol

where G(x|x¢,w) denotes the Green’s function, P(x¢,w) the sound pressure on the boundary 9V (xg € 9V'), and n the
inward pointing normal vector of V. Equation (1) provides also the solution of the exterior problem when the normal
vector n points outwards and V' and V are exchanged. The abbreviation ﬁ denotes the directional gradient, for
Instance

OP(x,w)

A, %) = (VxP(x,w),n(x)) , 2)

X=X X=X

where (-, -) denotes the scalar product of two vectors. The directional gradient is defined as the gradient of P(x,w) taken
with respect to x, projected on the normal vector n and evaluated at xg.

The Green’s function G(x|xq,w) represents the solution of the inhomogeneous wave equation for excitation with a
spatial Dirac pulse at x¢. The free-field Green’s function G (x|x,w) can be interpreted as the spatio-temporal transfer
function of a monopole placed at x( and its directional gradient as the resective function of a dipole at xg.

Equation (1) states that the sound field P(x,w) inside V is fully determined by the pressure P(x,w) and its directional
gradient on the boundary V. If there is a continuous distribution of monopole and dipole sources (single and double
layer potential) on the boundary 0V, weighted by the gradient of the sound pressure and the sound pressure itself, the
sound field within V' is fully determined. In the context of SFS, the monopole and dipole sources on the boundary are
referred to as (monopole/dipole) secondary sources.
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virtual
source

S(x,w)

Figure 1: Illustration of the geometry used to discuss the physical fundamentals of sound field synthesis.

For a practical implementation it is desirable to discard one of the two types of secondary sources. Typically a monopole
only solution is favorable, since these can be realized reasonably well by loudspeakers with closed cabinets. Hence we
wish to find a solution of the shape

P(x,w) = ¢ D(x0,w)G(x|x0,w)dSo 3)
v
where weight (driving function) D(xg, w) of the secondary sources should be chosen such that P(x,w) = S(x,w) within
V. The question arises if a unique solution can be found?

In order to show that a unique solution indeed exists we follow the simple source or equivalent scattering approach [6, 9].
Lets consider a problem that is equivalent exterior to the one depicted in Figure 1. Contrary to the interior problem in
eq. (1), the superposition of the virtual source S(x,w) with the sound field inside the Kirchhoff-Helmholtz integral
(x € V) must vanish now

S(x,w) +fi9v (G(X|x0,w) m

Hence, this mental experiment results in a sound free zone within V. When approaching the boundary OV from the
outside, the total sound field P;(xg,w) does not vanish and describes the superposition of the incident sound field S(x, w)
and the field P (x,w) generated by the Kichhoff-Helmholtz integral P;(xo,w) = S(x0,w) + Pic(X0,w). Assuming a
sound soft boundary 9V with P;(xo,w) = 0 simplifies (4) to

oG
— Py(x0,w) m> dSo =0 @)

X=X0

0P (x,w)
S(x,w) + ?{ G(x|xg,w) —————"~
o) av( b0 %)
This results holds for the enclosed volume V (x € V). Hence when the driving function is chosen as

A(S(x,w) + Py (x,w))
d(n, x)

) dSy =0 &)

D(Xo7 (U) =

(6)

X=Xp

the sound field within V' cancels exactly with the field of any virtual source S(x,w). This equivalent sound-soft scattering
problem for the exterior I proves that any interior field can be synthesized with opposite sign if the original field S(x, w)
is removed. The field in the exterior region V' corresponds to the scattered field Py (x,w).

For SFS it remains to derive the scattered sound field Py (x,w) for a given incident field S(x,w) and geometry of
the boundary 0V. Unless all relevant constraints imposed by the Kirchhoff-Helmholtz equations (cf. eq. (1)) of the
equivalent scattering problem are enforced, the solution may be subject to non-uniqueness issues. However, this has been
solved in various different ways. In the literature on the boundary element method (BEM), the CHIEF point method [10]
or the Burton-Miller method [11] provide solutions. In particular, some sound fields S(x, w) already fulfill the sound-soft
boundary condition S(xg,w) on the surface xg € IV without a scattered field Py (x,w). It therefore appears as if the
scattering problem would degenerate to a trivial problem

D(xg,w)G(x|xg,w)dSy =0 7
v
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that would already be fulfilled by D(xg,w) = 0. For such a case it is not sufficient to rely on the equation for the total
sound pressure on V. To circumvent the trivial case, the CHIEF point method takes into account that the integral of the
equivalent scattering problem must vanish inside V. Alternatively, the Burton-Miller method takes into account that the
normal gradient of the integral equals half the derivative of the total sound pressure on OV

Overall, it can be concluded from the considerations given so far, that in most situations a unique solution exists for the
single layer potential problem given by Equation (3).

2.2 Explicit Solution and Higher-Order Ambisonics

The integral equation (3) constitutes a Fredholm operator of zero index [12, 13, 9]. A solution to (3) is found by expanding
its Kernel, which is given by the Green’s function, into an orthogonal set of basis functions 1,, and 1),

7/17: XO) ®wn( )) (8)

G(x|xg,w)

HMZ

where G (n,w) denote the series expansion coefficients. If above expansion together with the expansions of the driving
function D(x,w) and virtual source S(x, w) are introduced into (3) one gets

- S(n,w)
D =2 9
) = G ) )
with
N
Z[) n,w)thn (X (10)

The explicit formulation of the basis functions v,, and 1),, depends on the geometry of the boundary OV and the dimen-
sionality of the problem.

Higher-order Ambisonics assumes spherical secondary source distributions. For spherical boundaries 0V the basis
functions are given by the surface spherical harmonics [6]. Equation (9) can be understood as a generalization of to the
mode-matching approach used in the derivation of HOA [5].

The driving function for the synthesis of a plane wave with traveling direction (yw, ¢pw) using a spherical secondary
source distribution with radius R is given as [14]

- - 47T TL ( PW3¢PW) 7n
Dy (g, Bo,w E E 11
ow (0, o, w 27ar 2 hn)(ﬂR) Y, (a0, Bo) (1D

where Y, denote the surface spherical harmonics, hg) the spherical Hankel function of second kind and zy = R cos « sin fy,
= Rsin ag sin By, zg = R cos fy.

2.3 High-frequency Approximation and Wave Field Synthesis

In the boundary element method (BEM) a high-frequency formulation of the Kirchhoff-Helmholtz integral (1) is known

which is of special interest here. Its derivation and connection to Wave Field Synthesis is briefly outlined in the following.
The explicit form of the Green’s function depends on the dimensionalty of the underlying problem. For three-dimensional

space it is given as [6]

1 e—d%lx—xoll

G = — 12
0.30(X[x0,w) = - % = %o] 12
The directional gradient of the Green’s function, as required for the Kirchhoff-Helmholtz integral, can be derived as
oG 1+j5%r
0,30 (X|%0, w) _ Ie”  os 6 Go s (X|x0, ) (13)
d(n,xo)
where r = ||x — xg|| and cos ¢ = <|"‘;‘£0I|1|> with ¢ = /(x — xg,n). Introducing (13) into (1) and rearranging the terms
yields
1+j%r oprP
P(x,w) = j{ P(x0,w) - i - cos ¢ — 9P(x,w) G(x|xg,w) dSy (14)
8V r a(n7 X) X=Xq
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for x € V. As aresult we have achieved a representation of the KHI using weighted secondary monopole sources only.
The weight of the secondary sources, given by the terms within the brackets, depends on r and ¢ and hence on the field
point x (listener position). Since we seek for a global solution within V' this dependency is not desired. We proceed with
the following two assumptions: (i) (x — Xo)|[n and (ii) ¢ [|x — xo|| > 1. The first assumption results in cos ¢ = 1.
Introducing this together with the second assumption into (14) yields an approximation where the weight of the Green’s
function does not depend on the field point x

A

D(x0,w)

> G(X|X0,w) dSo (15)

X=Xp

This approximation is known as the high frequency boundary element method [15].
Lets consider the synthesis of a unit amplitude plane wave with traveling direction ny,

S (%, W) = €79 WX .

Introducing the directional gradient of S,y (x,w) into the driving function given by (15) yields
LW N
Dy (0, w) = (14 (ngy,n(x0))) - j— - €7/« (o) (17)

One can further approximate the terms in the brackets by

2(npy, n(xg))  for (npy, n(xp)) >0
14+ (npw,n(x0))) = e P 18
(1+ {npw, n(x0))) {O for (npw,n(xp)) <0 (18)
As aresult only the secondary sources for which the first condition holds are active. In BEM this is known as determining
the visible elements [15] in WES as secondary source selection criterion [16].
Introducing this approximation into the driving function (17) yields the driving function of three dimensional Wave
Field Synthesis [17]

W e x
Dpwip (X, w) = 2apw(X0) (Npw, n(X0)) e 3% (po) (19)

Hence Wave Field Synthesis can be regarded as a high frequency approximation of the BEM. In the context of WFS, the
assumptions used to derive (15) are similar to the ones used in the derivation of WES by the stationary phase approxima-
tion [18].

2.4 2.5-dimensional Reproduction

Loudspeaker arrays are often arranged within a two-dimensional space, for example as a linear or circular array. From
a theoretical point of view, the characteristics of the secondary sources in such setups should conform to the two-
dimensional free-field Green’s function. Its sound field can be interpreted as the field produced by a line source [6].
Loudspeakers exhibiting the properties of acoustic line sources are not practical. Using point sources as secondary sources
for the reproduction in a plane results in a dimensionality mismatch. Therefore such methods are often termed as 2.5-
dimensional synthesis techniques. It is well known from WFS and HOA, that 2.5-dimensional reproduction techniques
suffer from artifacts [18, 14]. Amplitude deviations are most prominent. Similar artifacts will also be present in other
sound reproduction approaches which aim at correct reproduction in a plane using secondary point sources.

3 Spatial Sampling of Secondary Source Distribution

Practical setups consist of a finite number of spatially discrete secondary sources. This constitutes a spatial sampling
process that may lead to spatial sampling artifacts. Current realizations of SFS techniques result in a coarse sampling and
sampling artifacts are present for mid to high frequencies. Hence, spatial sampling has to be considered explicitly in the
evaluation of SFS techniques.

The sampling process can be modeled as depicted in Figure 2. The driving function D(xg,w) is sampled at the
spatially discrete loudspeaker positions resulting in the sampled driving function Ds(xg,w). The Green’s function G (x—
Xp,w) representing the idealized sound field of the loudspeakers is then weighted with the sampled driving function
Ds(xg,w). In the context of classical sampling and reconstruction theory, the Green’s function can be interpreted as
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D(xq,w) Ds(x¢,w) Ps(x,w)

—T — P Go(x — x0,w) >

n Ax

spatial sampling

Figure 2: Model of spatial sampling on sound field synthesis.

interpolation filter. In order to investigate the influence of spatial sampling it is convenient to transform the signals into a
suitable spectral representation. For circular secondary source distributions this is a Fourier series expansion, for spherical
distributions the spherical harmonics expansion. The detailed discussion of spatial sampling artifacts is beyond the scope
of this introduction. Results can be found, e. g., in [19, 14, 20, 21, 22]. It is worthwhile noting that the classical sampling
theorem, which predicts that no aliasing occurs when at least two sampling points per wavelength are present, does not
hold in general for SFS.
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1 Introduction

This lecture discusses some methodical aspects and results of psychoacoustic experiments with
loudspeaker-based virtual acoustics (VA). Experiments of this kind are typically employed for
perceptually evaluating the performance of spatial audio systems. VA systems can also help rising
and solving questions regarding properties of the hearing system (e.g. Volk and Fastl 2011a).
While the material presented on these pages is sufficient for the course, some references are given,
directing the interested reader to additional information.

2 Methods

The fundamental concern of Psychoacoustics is establishing relationships between physical stimulus
properties and corresponding hearing sensations. Traditionally, a frontally incident plane wave
propagating in a free sound field, described by closed mathematical equations, is regarded as the
most simple stimulus for psychoacoustic studies (Fastl and Zwicker 2007). For basic studies on
directional hearing, more complex scenarios consisting of one or more point sources are typically
used (Blauert 1997). Consequently, the stimulus (the spatio-temporal sound pressure field)
becomes more complicated. In every case, the physical properties of the considered stimuli (in
directional hearing especially the source positions and extensions) are mathematically clearly
describable, which allows for the definition of psychoacoustic relationships.

2.1 Psychoacoustic Experiments in Virtual Acoustics

When dealing with VA, the situation becomes more complicated. For VA rendering, physically
existing secondary sound sources are used to create the sound field that would emerge from one
or more virtual (physically not existing) primary sources (cf. Volk 2011, Volk and Fastl 2012).
Conducting a psychoacoustic experiment in VA is usually done by varying a (virtual) physical
property of the physically not present primary source by adjusting the rendering algorithm, and
by aiming at inspecting related changes of hearing sensations. In other words, the virtual primary
source’s properties are regarded as the stimulus magnitudes (e.g. Volk et al. 2010).

This procedure is insofar in line with conventional psychoacoustic experiments, as relations be-
tween physical stimulus parameters and corresponding hearing sensations are addressed. However,
a major difference to conventional experiments is that the stimuli are created indirectly by the VA
system. This fact results in a considerable restriction of generality, since the specific VA system’s
characteristics (especially signal processing and hardware influences) are inevitably included in
the results. For that reason, in addition to the conventional description of the experimental
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setup, detailed knowledge about the synthesis algorithm (including its implementation) and about
the complete electro-acoustic signal processing chain is necessary to allow for the meaningful
discussion of the results of psychoacoustic experiments in VA.

One might argue that psychoacoustic studies on VA are redundant, since the aim of VA
procedures is synthesizing the sound field created by one or more primary sources, and the
psychoacoustic data known for real sources can be applied to a virtual scenario. This argumentation
is not valid if the VA system considered does not reproduce the pressure field of the reference scene
completely correct. Especially in reflective environments, listening room influences typically disturb
the synthesized wave field. In these cases, it is not necessarily clear that the auditory perceptions
evoked by the secondary sources equal those evoked by the primary field, and psychoacoustic
relationships determined for real (physically present) sound sources must not be applied to VA
scenarios without verifying their validity for the specific setup (Vélk 2010).

2.2 Minimum Audible Angle Measurement

The angle between the lines from the center of the head to two stationary sound sources at the
same distance with just noticeably different positions when sounded in succession is referred
to as the minimum audible angle (MAA). For real sound source, Mills (1958) measured MAAs
in an anechoic environment. His results indicate the MAA to depend on the sound incidence
direction and the spectral stimulus content, where minimal MAAs below 1° occur for frontal
sound incidence. Following Perrott and Pacheco (1989), an adaptive two-alternative forced choice
(2-AFC) 2-down/1-up method is typically used for MAA measurements. Therefore, the stimuli
to be compared are presented by (real or virtual) sound sources at the same distance under
head-related angles symmetric around the reference direction, and the step size is adapted by
Parameter Estimation by Sequential Testing (PEST). It is the subjects’ task to indicate by
pressing one of two buttons where the second hearing sensation occurred with regard to the first
hearing sensation (in a specified plane). The presentation sequence is chosen randomly and the
procedure is repeated until both, the deviation between the last two minimum and the deviation
between the last two maximum values are below a threshold value. Since the 2-down/1-up method
converges to the 70.7% point of the psychometric function, the MAA is defined as the angular
threshold where about 71% of all relative position judgments are correct. The adaptive procedure
is repeated three times per stimulus and subject, and the intra-individual median per stimulus is
taken as the individual result (cf. Vélk and Fastl 2011b).

2.3 Minimum Audible Distance Measurement

The distance between two stationary sound sources on a line through the center of the head with
just noticeably different positions when sounded in succession is referred to as the minimum audible
distance (MAD). For real sources, Zahorik et al. (2005) reports the accuracy of distance judgments
to decrease with the source distance. Similar to the MAA measurement, a two-alternative forced
choice 2-down/1-up method combined with PEST for the step size adaption is typically used for
assessing the MAD. The stimuli to be compared are positioned at different distances symmetrical
around a reference distance. The subjects are asked to indicate where the second hearing sensation
occurred in relation to the first (in a specified plane) by pressing one of two buttons, while the
presentation sequence is chosen randomly.
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2.4 Stimuli

Basic experiments targeting only the auditory modality should be conducted with the subject
seated in a darkened laboratory, aiming at applying the visual stimulus darkness and therefore
providing a controlled situation with regard to audio-visual interactions. As sound stimuli,
broadband (20 Hz to 20 kHz) uniform exciting noise (UEN) impulses (Fastl and Zwicker 2007) are
used often, for containing equal intensity in all critical bands and thus assumed to provide the
listener with all spectral localization cues at the same perceptual weight. To provide dynamic
localization cues, 700 ms impulse duration, 20 ms Gaussian gating, and 300 ms pause between the
two impulses are suited. Low-pass, high-pass, or band-pass filtered versions are used if frequency
dependencies are to be studied.

3 Results

The MAA and MAD measurements shown here were conducted in a darkened, reverberant
laboratory (6.8m x 3.9m x 3.3m) at the Institute for Human-Machine-Interaction of Technische
Universitat Miinchen. The lab’s average reverberation time can be varied between 50 ms (low) and
140 ms (high). The results are shown as the medians and inter-quartile ranges of the individual
means over three repetitions per condition. The (virtual) sound sources were plane and spherical
primary wave fronts generated by wave field synthesis (WF'S). Details on the setup and signal
processing are given by Volk (2010) and Vo6lk and Fastl (2012), respectively.

3.1 Minimum Audible Angle Results

The MAA experiments were carried out by four experienced subjects. Discussed are influences
of the primary source characteristics and position, the sound incidence direction, the listening
environment /reverberation time, and the spectral stimulus content (cf. Vélk and Fastl 2011b).

3.1.1 Primary Source Characteristics and Distance

Figure 1 shows MAAs for broadband UEN impulse pairs, radiated from primary point sources
at different distances (circles). Left-pointing triangles show the MAAs for low-pass UEN (20 Hz
to 2kHz). Filled symbols indicate results for the lower reverberation time, open symbols for the
higher reverberation time. The dashed lines indicate the maxima of the MAA quartiles measured

o4} Figure 1: Inter-individual quartiles of minimum au-

91t A dible angles, individually averaged over three repeti-

L2 18y tions per condition, measured in a specific wave field
2 § 1.5 % synthesis setup with uniform exciting noise impulse
Pg 12y f pairs in a reverberant environment. Frontally po-
- % 0.9 ¢ f : % f % % sitioned point sources, broadband (o) and low-pass
0.6 ¢ b l noise (<) for two different room conditions (filled

031 L ;Q o symbols 50 ms, open symbols 140 ms average reverber-
02030405 1 2 5 10 20 ation time). Dashed lines indicate the maximum and

Distance / m minimum quartiles for plane waves at different levels.

with plane waves at different levels. The results reflect the data known for real sources in their
global magnitude. Other than that, no systematic differences arise, not between spherical and
plane primary sources, and not for primary point sources at different distances.
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3.1.2 Sound Incidence Direction

Figure 2 shows the MAAs for primary point sources synthesized at 2m distance in different
directions. Circles indicate broadband noise stimuli, leftwards pointing triangles low-pass noise
stimuli (20 Hz to 2kHz), and rightward pointing triangles high-pass noise stimuli (2 kHz to 20 kHz).
Additionally, results for broadband noise impulses presented by primary plane waves are indicated
by horizontal bars. The tendency of a reduced directional resolution for lateral sound incidence

25.6  23.5

n ﬁ Figure 2: Inter-individual quartiles of minimum au-
1l dible angles, individually averaged over three repeti-
° 12} % tions per condition, measured in a specific wave field
=g 10¢ synthesis setup with uniform exciting noise impulse
i:" g 8t % ? pairs in a reverberant environment. Depicted are
% 61 results for primary point sources at 2m distance for
4 ¢ 9 ; % o different directions of the sound incidence. Broadband
(2) | i& 6 . ST 1% o (o), low-pass (<1), and high-pass noise impulse pairs
0 30 60 90 120 150 180 (>). Horizontal lines indicate the medians for primary

Sound incidence direction /° plane wave fronts with broadband stimuli.

reported by Mills (1958) is confirmed for WFS sources. Values in the range of 1° are reached for
frontal and rearward sound incidence, also comparable to real sources.

3.1.3 Spectral Stimulus Content and Listening Environment

In addition to the results for broadband stimuli discussed so far, high-pass (>>) and low-pass
(<1) noise stimuli were included in the experiments shown above (2kHz lower/higher limiting
frequency). Figure 1 indicates for frontally positioned primary point sources at 0.5m and 2m
distance an increased MAA for stimuli limited to spectral contents below 2 kHz, which is confirmed
in figure 2 for frontal and rearward, and especially for lateral sources at 2m distance. Similar
tendencies are visible in figure 2 for stimuli restricted to contents above 2 kHz, where for rearward
sound incidence the increase is higher than for low-pass stimuli. The latter fact may indicate
that spectral content above 2kHz contributes more to distinguishing rearward sound incidence
directions than spectral content below 2 kHz.

Figure 3 shows data for frontally incident primary plane waves and narrow-band noise stimuli.
The light gray contour indicates the results for pure-tone stimuli and real sources of Mills (1958).
Globally, the real source data given for anechoic environments by Mills (1958) are confirmed with
WES in a reverberant environment regarding magnitude and frequency dependence.

n Figure 3: Inter-individual quartiles of minimum au-

1l dible angles, individually averaged over three repeti-
212} tions per condition, measured in a specific wave field
=8 10} % synthesis setup in a reverberant environment. De-
2L 8¢ picted are results for frontally incident primary plane
< % 61 l waves and critical-band wide narrow-band noise im-
4t gl §}§ £ ? o %% pulse pairs in two different acoustical environments

(2) | ;&0§ ‘ Q‘ o 5£ § Sl (filled symbols 50 ms, open symbols 140 ms average

0.02 0.5 1 2 5 10 20 reverberation time). The gray contour indicates the
Center frequency / kHz data for tone impulses and real sources of Mills (1958).
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Additionally, figures 1 and 3 contain results for the two different reverberation times 50 ms and
140ms. In all considered conditions, the reverberation time shows negligible influence on the
resulting MAAs.

3.2 Minimum Audible Distance Results

The MAD experiments were carried out by eight experienced subjects (cf. Volk et al. 2012).
Figure 4 represents results for frontally positioned primary point sources at different distances
and broadband (o) as well as low-pass (20 Hz to 2kHz, <1) UEN.

- L § { Figure 4: Inter-individual quartiles of minimum au-

g % § dible distances, individually averaged over three rep-
E % 01 etitions per condition, measured in a specific wave
A £ § field synthesis setup in a reverberant environment.
° % § Depicted are results for frontally positioned primary
0.01 | : point sources with broadband (o) and low-pass (<)

: - - . uniform exciting noise impulses.
0.5 1 2 10
Reference distance /m
The data confirm the decaying accuracy of distance discrimination with distance reported for real
sources by Zahorik et al. (2005). Low-pass filtering results in increased MADs at 1 m reference
distance. Separate one factorial analysis of variance indicates for 1 m reference distance a significant
main effect of the stimulus [F(1,7)= 6.41; p= 0.0391], but not at 10m [F(1,7)= 1.79; p= 0.2231].

4 Conclusions

The results presented here show that psychoacoustic experiments for the performance evaluation
of virtual acoustics systems are feasible if the virtual source is regarded as the stimulus. For
minimum audible angle and minimum audible distance, the relations between (virtual) stimulus
parameters and resulting hearing sensations closely resemble the corresponding real situations.
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