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Abstract

We live in a physical environment in which interactions with physical objects evoke sound. This auditory
feedback conveys information on the involved objects and on the specific type of interaction. We
constantly adapt to the auditory feedback, even unconsciously, while pursuing our everyday activities.
The digital environment which is becoming increasingly important lacks this immediate connection. It
thus becomes necessary to project the digital information into the physical world in a plausible and usable
way. With the visual domain being already overloaded, we propose the use of auditory augmentation to
provide a calm communication channel by adding augmented auditory feedback to physical objects or
interactions. Auditory augmentation is investigated within this thesis in 6 different ways. (1) We present
experimental platforms for invisible auditory augmentation of everyday objects as well as for exploring
the limits of plausibility. (2) As even naive listeners are already skilled in the interpretation of sounds
of physical origin, we propose a physical sound model to synthesize augmented auditory feedback that
integrates seamlessly in the everyday acoustic environment. (3) We review how physical information is
encoded in auditory feedback, and investigate what portion of it is actually perceived and interpreted
by human listeners, with a focus on rectangular plates. (4) We present an algorithm that successfully
identifies material, size, and shape from sound. (5) We introduce an algorithm for auditory contrast
enhancement which makes certain sound characteristics more salient. (6) We explore what kinds of data,
physical objects, and interactions are suitable for auditory augmentation, and how much information it
allows to monitor in the periphery of attention. Conclusions are drawn based on several case studies of
auditory augmentations. This thesis provides the theoretical foundations as well as practical solutions
and guidelines for designers of future auditory augmentations.






Kurzfassung

In unserer physikalischen Welt werden durch Interaktionen mit physikalischen Objekten hérbare Klange
hervorgerufen. Dieses auditorische Feedback vermittelt Informationen iiber die beteiligten Objekte,
sowie lber die Art der Interaktion. Im Alltag nutzen wir diese Informationen sowohl bewusst, als auch
unbewusst, um unsere Handlungen an die Umgebung anzupassen. Der an Bedeutung gewinnenden
digitalen Umgebung fehlt dieser unmittelbare Zusammenhang. Digitale Informationen missen daher
unaufdringlich, auf plausible und gebrauchstaugliche Art und Weise in die physische Welt projiziert werden.
Erganzend zum ohnehin iiberladenen visuellen Bereich erweist sich die auditorische Augmentierung als
vielversprechende Losung. Dabei wird physikalischen Objekten oder Interaktionen erweitertes auditorisches
Feedback aufgepragt, welches als zusatzlicher Informationskanal dient. In dieser Arbeit wird auditorische
Augmentierung auf 6 unterschiedliche Arten erforscht. (1) Es werden Experimentalplattformen vorgestellt,
die eine unsichtbare auditorische Augmentierung von Alltagsgegenstdnden ermoglichen, um in Folge
die Grenzen der Plausibilitdt auszuloten. (2) Wir prasentieren ein physikalisches Modell zur Synthese
von Klangen, die sich nahtlos in die gewohnte akustische Umgebung einpassen und ohne Training,
auf Basis von Erfahrungen aus dem Alltag, sinnvoll interpretiert werden kénnen. (3) Am Beispiel von
rechteckigen Platten gehen wir der Frage nach, wie physikalische Informationen in deren Klang kodiert
sind, und untersuchen, welcher Anteil davon tatsachlich vom Hérer ausgewertet wird. (4) Wir stellen
einen Algorithmus vor, der Material und Abmessungen von rechteckigen Platten anhand deren Klang
ermittelt. (5) Wir etablieren Methoden zur akustischen Kontrastverstarkung, mit dem Ziel, relevante
Klangeigenschaften besser wahrnehmbar zu machen. (6) Anhand von Fallstudien wird untersucht, welche
Arten von Daten, physikalischen Objekten und Interaktionen sich fiir die auditorische Augmentierung
eignen, und wie viel Information damit am Rande der Aufmerksamkeitsschwelle vermittelt werden kann.
Diese Arbeit liefert sowohl die theoretischen Grundlagen als auch praktische Loésungen und Empfehlungen
fir die Entwicklung zukinftiger auditorischer Augmentierungen.
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1. Introduction

action

Pad

e

auditory feedback

subject

7

object

Figure 1.1.: The interaction loop with auditory feed-
back.

As we live in a physical world, we constantly interact
with other physical objects: living beings, the floor
we are walking on, objects we take in our hands, or
a table where such objects may be positioned. Even
non-living objects may interact with each other, as
we experience from the forces of nature. Any of
such physical interactions typically evoke sounds, as
long as some medium such as air or water trans-
ports the physical vibration to our ears. To a large
extent, this sound is highly predictable. It depends,
for example, on the physical properties of the in-
volved objects, such as material, shape, or size, and
also on the type of interaction, such as bouncing,
hitting, or scratching. A major part of our everyday
acoustic environment results from our own actions.
In this case, we refer to it as auditory feedback (see
Fig. 1.1).

Even if we are not always fully aware of it, we use
this auditory feedback all the time while pursuing
our daily activities, because it conveys information
about our physical environment. For example, we
shake objects or knock on them to retrieve informa-
tion concerning their contents. We shake birthday
presents to guess what we are receiving. We shake
food packaging to estimate how much milk/cof-
fee/etc. is left. We knock on barrels to estimate
their filling levels. We even knock on doors of
houses when we want to know if someone is there.
All these were only conscious actions, representing
active listening practices.

Most of the time, however, we use the information
that is obtained from auditory feedback without
even noticing it: to adjust subconscious processes

together with information from other senses such as
vision or touch. We adapt our walking style to the
sound of the floor—for example, when adjusting
to the height of snow or undergrowth in unknown
terrain. We integrate auditory information when
pouring water (it is easier with sound!). In the dark,
we navigate through the house by using our ears (try
it with blocked ears!). When using mechanic tools or
machines, their auditory feedback is often the only
way to obtain information on their current status.
For example, we change gears of the car based on
the sound of the motor, or we adjust our fingers
to the computer keyboard based on the mechanical
(or nowadays simulated) sound. For such tools, the
auditory feedback is critical to close the interaction
loop and thus allow the tool to become an extension
to our body.

We surely interact also with non-physical entities
such as ideas or information from our digital envi-
ronment. By themselves, however, these provide
no auditory feedback. That seems to be a general
problem of the digital environment: it needs to be
projected in our physical environment, in order to
materialize in the form of a stimulus that can be
perceived and interpreted by our senses. The first
choice is usually to present the digital information
through a visual display, e.g., of a smartphone. For
many data, especially the highly complex informa-
tion that is shared in social media, this works pretty
good. If the information, however, is tightly cou-
pled to time, then it is sometimes better conveyed
through sound —by means of sonification. That
is why alarms are most often displayed by sound:
anyone is able to perceive them at the right time,
no matter what the person is currently doing. The
temporal resolution of the ear generally outperforms
that of vision, while vision excels in spatial resolu-
tion. If in addition to time, the information is tightly
coupled to a physical object, then only sound can
successfully close the interaction loop. For instance,
most cars with combustion engine have a revolu-
tion counter in form of a visual display. It would
require almost our full visual attention to read it
while driving—the visual attention that we need
for continuously monitoring the highly complex sur-
roundings that only our eyes are able to capture.
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6 action N e

subject /\ object
augment:d\ ? original
auditory auditory
feedback feedback

Figure 1.2.: The interaction loop with augmented
auditory feedback.

The auditory feedback instead is able to convey the
very simple information in the periphery of attention,
with the high temporal resolution that is needed to
turn the machine into an extension of our body.

The car example may be irrelevant in the future,
but it leads us to a very popular example of sonifica-
tion. The sound is only a by-product of an outdated
technology that is already being replaced. Modern
electric cars have no gears, and the motor emits
almost no sound. The user receives no feedback at
all on the machine's inner state, contrary to what
was the case with combustion engines. All relevant
information therefore needs to be projected, for ex-
ample, by sound, so that the user or pedestrians in
the vicinity are able to perceive it. Likewise, any
other originally silent physical object may be aug-
mented by artificial auditory feedback, in order to
convey information by sound. For example, a water
jar may carefully remind a user who forgot to drink
(GroB-Vogt 2020). Even if it the physical object
or action already provides useful original auditory
feedback, additional sound may be added, so that
even more information is conveyed. An electric drill
may, for example, sonify the tilt angle by additional
artificial auditory feedback, so that the user is able
to drill in the desired angle without a drilling rig
(GroBhauser and Hermann 2010). If the original
auditory feedback is modulated or augmented by
additional sound, we speak of augmented auditory
feedback: the artificially modified sonic reaction to
physical interaction. This is visualized in Fig. 1.2.

More generally, we speak of auditory augmenta-
tion if a physical object or its sound is augmented by
sound for the purpose of sonification, i.e, to convey
additional information.

Augmented auditory feedback could be exploited
in three different ways. First, the signal-to-noise
ratio may be improved in order to help communica-
tion of (a) the involved objects’ physical properties

such as material or spatial dimensions, and (b) the
interaction type such as tapping or scratching. Both
may facilitate specific activities. This is what we
call auditory contrast enhancement, and what is
addressed in Ch. 9.

Second, specific physical properties of a physical
object could be modified perceptually, in order to
induce a certain change in user behavior. Apart
from the aforementioned footstep sounds, successful
behavioral change through sound has been shown
for hand tapping (Furfaro et al. 2013; Furfaro et al.
2015), as well as for grasping (Castiello et al. 2010;
Sedda et al. 2011).

Finally, augmented auditory feedback creates a
new communication channel that can also be used
for sonification of data that are completely unrelated
to both object and interaction, e.g., for continuous
monitoring as a secondary task. The sonification is
thus naturally and seamlessly fitted into the every-
day acoustic environment.

A major goal of this thesis is to explore the
exploitability of augmented auditory feedback as
communication channel. In information theory, an
important characteristic of a given channel is its
channel capacity, i.e., the highest rate at which in-
formation can be reliably transmitted. In our case,
it is limited by at least two factors: the plausibility
and the usability of augmented auditory feedback.
Both will be discussed in detail in Sec. 1.1 and 1.2.
For a specific physical interaction, we make four
assumptions:

(1) There exists a manifold of sounds which serve
as plausible auditory feedback. Its borders
define the plausibility range.

There exists a manifold of sounds which serve
as usable auditory feedback, i.e., sounds that
help to perform specific actions. Its borders
define the usability range.

(2)

The two manifolds of plausible and usable
sounds overlap. We define this overlap re-
gion as the manifold of alternative auditory
feedbacks.

(4)

It is possible to discriminate between different
alternative auditory feedbacks.

If all these assumptions are met, we conclude
that it is possible to convey additional information
through (more or less subtle) sound changes within
the intersection of plausible and usable auditory
feedbacks. Contrary to the oversimplified depiction
in Fig. 1.3, plausibility and usability are no binary
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Figure 1.3.: Sets of plausible and usable variants of
auditory feedback for a specific physical interaction.
Points a and b represent two discriminable but still
plausible and usable sounds.

states, but rather continuous qualities whose actual
characteristics are unknown at this point. The plau-
sibility range and usability range are not meant as
strict borders but describe the sets of sounds that a
majority of persons perceives as plausible or usable,
respectively —for the given physical object(s) and
interaction as well as for the specific situation and
context.

Note that usability in this argumentation refers
to the original physical interaction. Augmented au-
ditory feedback which lacks relevant information
from the original auditory feedback is considered to
be less usable. Even if the net information capacity
is not decreased, e.g., by adding different informa-
tion, the original interaction is still assumed to be
deteriorated.

On a pure physical level, all the known physi-
cal (fundamental) interactions or forces of nature
are governed by the four basic forces (gravitational,
electromagnetic, strong, and weak force). In the
context of this thesis, we mainly refer to those phys-
ical interactions that can be described by classical
mechanics: interactions between physical objects or
between humans and physical objects. While physi-
cal objects usually include all objects with spatial
location (Markosian 2000), we usually mean solid
or rigid-body objects.

The remainder of this chapter is structured as
follows. In Sec. 1.1 and 1.2, the concept of plausible
and usable auditory feedback is investigated in more
detail. Then, in Sec. 1.3, we will recapitulate the
terminology of human—computer interaction (HCl),
followed by the theoretical framework of activity the-
ory in Sec. 1.4. Sections 1.5 and 1.6 review general
concepts of HCI, auditory display, and interactive
sonification. In Sec. 1.7 we will take a closer look
on the meaning of plausibility and related theories.

The remaining chapters of this thesis constitute
its major contributions. Chapter 2 provides a com-
prehensive literature review on auditory perception
of physical sound sources. Chapter 3 contains an
introduction to modal analysis and synthesis and
describes a physical sound model of rectangular

1.1. Plausible auditory feedback
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Figure 1.4.: Two bells and their expected sound.

plates, targeting auditory augmentation. Chapter 4
documents an experimental hardware and software
platform for the auditory augmentation of rigid sur-
faces. Chapter 5 introduces a novel algorithm for
robotic perception as well as two listening experi-
ments on human perception of material, size, and
shape of rectangular plates. Chapter 6 presents a
platform for exploring the (im-)plausibility of audi-
tory feedback. Chapter 7 discusses the prospects
and limits of auditory display, based on the results
of an interdisciplinary prototyping workshop. Chap-
ter 8 documents several case studies of auditory
augmentations and their evaluations. Chapter 9 in-
troduces the concept of auditory contrast enhance-
ment (ACE) together with real-time capable algo-
rithms. Chapter 10 finally recapitulates the major
contributions of this thesis and provides conclusions
as well as an outlook on future research.

This document links to several sources of sup-
plementary materials: 4) audio examples, [ video
examples, and </> source code. If you are using a
digital copy, then just click on the individual icons
whenever they appear alongside the text to access
the additional content on the internet. A list of all
supplementary material (including the correspond-
ing links) is provided on p. 221.

1.1. Plausible auditory feedback

Sensory feedback is generally considered to be plau-
sible if it is “conceptually consistent with what is
known to have occurred in the past” (Connell and
Keane 2006). In particular, “a highly plausible sce-
nario is one that fits prior knowledge well: with
many different sources of corroboration, without
complexity of explanation, and with minimal conjec-
ture”. In other words, something is plausible if our
expectations are met and if the individual feedback
from different sensory modalities is in agreement
with each other. For example, we would generally
assume that a small object has higher pitch than a
large object, as depicted in Fig. 1.4.

With increasing perceptual dominance of audi-
tory augmentation, the resulting auditory feedback
influences user perception, emotion, and behavior
(Furfaro et al. 2015). For example, auditory cues
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influence the haptic perception of virtual textures
(Serafin et al. 2007). Likewise, perception of ma-
terial properties (e.g., hard/soft, rough/smooth) is
strongly influenced by auditory cues (Martin et al.
2015). As the perceptual plausibility depends on
the congruency between different modalities such
as haptic, visual, or auditory information, it has no
meaning for the unisensory case of auditory feed-
back alone. Perceptual congruency and therefore
plausibility is high if the information of the different
modalities combined, i.e., the combination of differ-
ent stimuli, matches the pattern we learned through
natural interactions with our physical environment.
It is therefore hypothesized that perceptual plausibil-
ity increases with increasing congruency (agreement)
between cues (information) from different sensory
modalities (information channels).

It must be considered that people are already
accustomed to manipulated visual feedback, but
generally have less experience (or none at all) in aug-
mented auditory or tactile feedback. It is common
knowledge that a physical object’s inner structure
can be concealed, e.g., through painted surfaces.
This supports the assumption that there exist at
least several interchangeably plausible visual repre-
sentations of a physical object.

We argue that if an auditory augmentation al-
ters the perception of only such physical properties
that are hidden behind the surface finishing (e.g.,
lacquer or laminate), i.e., physical properties that
are not conveyed through vision or haptics, then
the auditory augmentation cannot lead to incongru-
ent sensory information. The augmented physical
properties concerning the inner structure of physical
objects may include, for example, material category,
density, hollowness, and spatial volume, as well
as boundary condition (e.g., free or clamped) and
coupling to other physical objects. Their individual
exploitability for the purpose of sonification depends
on their perceptual resolution. The literature review
on auditory perception in Ch. 2 will shed light on
that.

If the above material properties have a perceiv-
able effect on auditory feedback, their modulation
through auditory augmentation is supposed to pro-
vide a reliable communication channel. The result-
ing augmented auditory feedback is assumed to stay
within the plausibility range if augmented in a physi-
cally meaningful and feasible way, i.e., if the illusory
physical properties can be explained without effort.
The meaning of plausibility will be further discussed
in Sec. 1.7. For now we rather proceed to the sec-
ond limiting factor of the information capacity of
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Figure 1.5.: An even, horizontal, rigid, and station-
ary surface.

auditory augmentations: usability.

1.2. Usable auditory feedback

usability “extent to which a system, product
or service can be used by specified users to
achieve specified goals with effectiveness, effi-
ciency and satisfaction in a specified context
of use” — 1SO 9241-210 (I1SO 2009)

Auditory feedback in general has a positive effect
on task performance and motor learning (Sigrist
et al. 2013). Sigrist et al. provided design criteria to
successful visual, auditory, haptic, and multisensory
feedback in the context of motor learning. They
argue that a positive effect of auditory feedback
observed in isolation may completely vanish in the
presence of feedback in other sensory modalities.
For example, auditory feedback improves the typing
performance on a computer keyboard if no addi-
tional haptic feedback was present; however, the
influence of haptics is much stronger (Ma, Zhaoyuan
et al. 2015).

In any case, what makes auditory feedback usable
is the information it carries about the performed
action and about the physical objects it affects. All
information that is encoded in the auditory feedback
but not needed for the given task with the physical
object in the given context, is therefore assumed to
be irrelevant for usability. We define relevant physi-
cal properties as the properties of a physical object
which influence its usability. Likewise, irrelevant
physical properties are the properties of a physical
object which do not affect its usability.

Irrelevant physical properties are therefore consid-
ered as possible candidates for usability-independent
auditory augmentation. Note that auditory augmen-
tation of irrelevant physical properties may mask the
perception of relevant physical properties—either
auditorily or through informational masking effects,
e.g., by adding additional disturbance or stress. Fur-
thermore, the relevance of specific physical proper-
ties of the same physical object diverge for different
actions and context.
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“What about the legs?”

Figure 1.6.: A person sitting at a table.

As an example, we examine a relatively simple cat-
egory of physical objects: an even, horizontal, rigid,
and stationary surface (see Fig. 1.5). Such a surface
usually appears on tables (see Fig. 1.6), cupboards,
bookshelves, etc. Due to its affordances (Norman
2013, pp. 10-13), it is primarily used for putting
things on top, moving these things around, and ma-
nipulating them (writing, cooking, etc.), but also
manual interaction is possible (hitting, scratching,
tapping, etc.).

For the observed surface, we consider three rele-
vant physical properties. Hardness influences how
we put fragile things on top or how we interact with
our hands. Roughness influences how objects or
fingers can be moved (see Fig. 1.7). Sturdiness is
relevant, as a fragile table might break while posi-
tioning heavy things. We thereby do not want to
modulate these but rather leave them unchanged
in order to preserve usability.

Similarly, physical properties that we consider as
irrelevant include spatial volume, hollowness, under-
lying material category, and boundary conditions —
if not in conflict with relevant physical properties.
These relate mainly to the non-visible part of the sur-
face, under the visible texture layer. In consequence,
their perception may be securely altered through
auditory augmentation within the plausibility range.

Note that not all physical objects incorporate a
specified purpose or intended use. Nevertheless,
every physical object has affordances. The goal of
usable auditory augmentation is to preserve these in
the best possible way while adding new affordances
such as exploratory data analysis through manual
interaction.

1.3. Interaction with the digital
environment

Physical objects also include machinery or com-
puters. In this case, we usually do not directly
interact with the actual physical process, but rather
with an interface that somehow translates between

1.3. Interaction with the digital environment
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Figure 1.7.: The roughness of a table may influence,
how objects are moved. Sliding on a smooth surface
(a), lifting on a rough surface (b).

human and machine. As the vocabulary of human-
computer interaction (HCI) is sometimes confusing
or even misinterpreted, we will now briefly review it.

It all starts with a human user action. In a ma-
chine-centered view, i.e., from the perspective of
the machine, this corresponds to an input. Such a
user action can be anything, from pressing a button
to yawning. In this context, we distinguish between
active and passive action modalities. “For inputs,
active modalities are used by the user to issue a com-
mand to the computer (e.g., a voice command or a
gesture recognized by a camera). Passive modalities
refer to information that is not explicitly expressed
by the user, but automatically captured for enhanc-
ing the execution of a task” (Nigay and Coutaz
1993).

The thereby transmitted information (in this case
from human to computer) creates an information
channel. "In typical HCI usage, a channel describes
an interaction technique that utilizes a particular
combination of user ability and device capability
(such as the keyboard for inputting text, a mouse
for pointing or selecting, or a 3D sensor used for
gesture recognition). In this view, the following are
all channels: text (which may use multiple modali-
ties when typing in text or reading text on a moni-
tor), sound, speech recognition, images/video, and
mouse pointing and clicking” (Turk 2014).

An interactive system may switch between differ-
ent input or output channels depending on its mode
of interaction. “Mode refers to a state that deter-
mines the way information is interpreted to extract
or convey meaning” (Nigay and Coutaz 1993).

From a user-centered perspective, we humans
receive stimuli from different sensory modalities,
referring to our human senses such as audition,
vision, touch, olfaction, or gustation. Touch or
haptics, are umbrella terms that include cutaneous,
kinesthetic, and tactile perception.

The commonly used terms multimodality and
multimodal are obviously ambiguous, as they may
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refer to either modality (action modality, sensory
modality) or mode. We therefore try to avoid them
wherever possible or prefer multisensory when refer-
ring to a combination of multiple sensory modalities.
For cross-modal effects which describe interactions
between different sensory modalities, however, we
need to make an exception.

A stimulus in one of the sensory modalities leads
to a sensation: “the process by which stimulation of
a sensory receptor gives rise to neural impulses that
result in an experience, or awareness, of conditions
inside or outside the body" (Gerrig 2013, p. 80).

Consequently, perception is “the process or result
of becoming aware of objects, relationships, and
events by means of the senses, which includes such
activities as recognizing, observing, and discriminat-
ing. These activities enable organisms to organize
and interpret the stimuli received into meaningful
knowledge and to act in a coordinated manner”
(VandenBos 2015, p. 775).

A user interface finally comprises “all components
of an interactive system (software or hardware) that
provide information and controls for the user to ac-
complish specific tasks with the interactive system”
(1SO 2009).

Multimodal interfaces or multimodal systems
“process two or more combined user input modes —
such as speech, pen, touch, manual gestures, gaze,
and head and body movements—in a coordinated
manner with multimedia system output” (Jacko
2012). “Both multimedia and multimodal systems
use multiple communication channels. But in addi-
tion, a multimodal system is able to automatically
model the content of the information at a high level
of abstraction. A multimodal system strives for
meaning” (Nigay and Coutaz 1993).

1.4. Activities, actions, and
behavior

Within the HCI community, human actions are often
explained by adopting principles that build on Sergei
Rubinstein's psychological activity theory from the
1930s. According to Kaptelinin (1995), activity
theory can be structured into some basic principles
which are not to be interpreted as isolated ideas but
are in fact closely interrelated.

Most fundamentally, activity theory discerns be-
tween three types of processes (activities, actions,
and operations) based on a hierarchical model (see
Fig. 1.8). These three levels are oriented to different

process object
activity motive
action goal

operation conditions

Figure 1.8.: Hierarchical model of processes (activi-
ties, actions, and operations) and their correspond-
ing objects (motives, goals, conditions) in activity
theory, after Kuutti (1995).

kinds of objects. Objects, in this scope, refer to
the non-physical meaning, in the sense of aims or
intentions. As depicted in Fig. 1.8, activities are
oriented to motives, actions are oriented to goals,
and operations adapt to conditions. But let us start
with some practical examples.

Activities may comprise, for example, building a
house or going on vacation. They are oriented to
more general motives such as having a roof over
one's head or taking a rest after a busy period of
work. Motives are impelling by themselves. They
are objects or ideals that satisfy a certain need.
When motives are frustrated, people usually get
frustrated too, which might result in rather unpre-
dictable behavior. (Kaptelinin 1995)

Activities usually involve a number of functionally
subordinated processes: actions. Actions are always
directed to specific (conscious) goals. If keeping
with the above examples, a corresponding action
would be to hammer a nail through a strip of wood,
with the goal to attach it to a wooden beam. Simi-
larly, the vacationer could drive the car from home
to the hotel at a given route. Kaptelinin states that
if a goal is frustrated, then people adapt to the
new circumstances and set a new goal. This usually
doesn't imply much effort or negative emotions. In
the examples, one might buy better nails, or change
the planned route. Kuutti (1995) adds that actions
typically follow an orientation phase in which the
action is planned in the consciousness using a men-
tal model. In general, the quality of this model is
critical for the success of the performed action.

Actions comprise chains of (unconscious) opera-
tions. According to Kuutti, these are well-defined
routines that are performed subconsciously in re-
sponse to the conditions which are faced while an
action is executed. Each operation starts as a con-
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Figure 1.9.: Basic structure of an activity, after
Kuutti (1995).

scious action, including its orientation phase and
execution phase. However, the orientation phase
fades out and the action collapses to an operation
as soon as the corresponding mental model has
reached a certain quality and the action has been
practiced sufficiently long. Kaptelinin adds that
people usually not even notice it when operations
are frustrated, and unconsciously adapt to the new
situation (e.g., if familiar conditions are changed).
Examples for operations include the individual pro-
cesses while hammering a nail (holding the nail,
aiming, swinging the hammer, etc.), or the sub-
conscious operations while driving a car: keeping a
certain velocity and staying within the lane through
(micro-)adjustments of pedals and steering wheel,
changing gears, etc.

According to Kuutti, an activity can also be struc-
tured based on a systemic model, as depicted in
Fig. 1.9. The individual object of an activity distin-
guishes it from other activities. The existence of
an activity is only motivated by its outcome: the
object transforms into an outcome as soon as it
is accomplished or frustrated. The object is not
necessarily a material thing but may also describe a
more abstract and less tangible plan or idea, under
the premise that it can be shared with the commu-
nity. The community involves all participants of an
activity. They may manipulate and transform the
object and also contribute to it through their own
actions.

The model in Fig. 1.9 visualizes the mutual rela-
tionships between the individual subject, the com-
munity (other subjects who are part of the activity),
and the object. These relationships are mediated
through different concepts.

Different types of tools may be used to accom-
plish a certain object (e.g., the hammer or the car
in the above examples). Tools thus mediate the
relationship between subject and object. They are
not necessarily physical objects, but may also be

1.4. Activities, actions, and behavior

abstract tools for thinking. (Kuutti 1995)

Individual subjects interact with others based on
certain rules that apply within this specific com-
munity (e.g., conventions or laws within a society).
Rules therefore mediate the relationship between
subject and community. They cover any type of
explicit or implicit norms, conventions, or social
relations that apply within the community. (Kuutti
1995)

The members of a certain activity usually pe