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Abstract
We live in a physical environment in which interactions with physical objects evoke sound. This auditory
feedback conveys information on the involved objects and on the specific type of interaction. We
constantly adapt to the auditory feedback, even unconsciously, while pursuing our everyday activities.
The digital environment which is becoming increasingly important lacks this immediate connection. It
thus becomes necessary to project the digital information into the physical world in a plausible and usable
way. With the visual domain being already overloaded, we propose the use of auditory augmentation to
provide a calm communication channel by adding augmented auditory feedback to physical objects or
interactions. Auditory augmentation is investigated within this thesis in 6 different ways. (1) We present
experimental platforms for invisible auditory augmentation of everyday objects as well as for exploring
the limits of plausibility. (2) As even naive listeners are already skilled in the interpretation of sounds
of physical origin, we propose a physical sound model to synthesize augmented auditory feedback that
integrates seamlessly in the everyday acoustic environment. (3) We review how physical information is
encoded in auditory feedback, and investigate what portion of it is actually perceived and interpreted
by human listeners, with a focus on rectangular plates. (4) We present an algorithm that successfully
identifies material, size, and shape from sound. (5) We introduce an algorithm for auditory contrast
enhancement which makes certain sound characteristics more salient. (6) We explore what kinds of data,
physical objects, and interactions are suitable for auditory augmentation, and how much information it
allows to monitor in the periphery of attention. Conclusions are drawn based on several case studies of
auditory augmentations. This thesis provides the theoretical foundations as well as practical solutions
and guidelines for designers of future auditory augmentations.
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Kurzfassung
In unserer physikalischen Welt werden durch Interaktionen mit physikalischen Objekten hörbare Klänge
hervorgerufen. Dieses auditorische Feedback vermittelt Informationen über die beteiligten Objekte,
sowie über die Art der Interaktion. Im Alltag nutzen wir diese Informationen sowohl bewusst, als auch
unbewusst, um unsere Handlungen an die Umgebung anzupassen. Der an Bedeutung gewinnenden
digitalen Umgebung fehlt dieser unmittelbare Zusammenhang. Digitale Informationen müssen daher
unaufdringlich, auf plausible und gebrauchstaugliche Art und Weise in die physische Welt projiziert werden.
Ergänzend zum ohnehin überladenen visuellen Bereich erweist sich die auditorische Augmentierung als
vielversprechende Lösung. Dabei wird physikalischen Objekten oder Interaktionen erweitertes auditorisches
Feedback aufgeprägt, welches als zusätzlicher Informationskanal dient. In dieser Arbeit wird auditorische
Augmentierung auf 6 unterschiedliche Arten erforscht. (1) Es werden Experimentalplattformen vorgestellt,
die eine unsichtbare auditorische Augmentierung von Alltagsgegenständen ermöglichen, um in Folge
die Grenzen der Plausibilität auszuloten. (2) Wir präsentieren ein physikalisches Modell zur Synthese
von Klängen, die sich nahtlos in die gewohnte akustische Umgebung einpassen und ohne Training,
auf Basis von Erfahrungen aus dem Alltag, sinnvoll interpretiert werden können. (3) Am Beispiel von
rechteckigen Platten gehen wir der Frage nach, wie physikalische Informationen in deren Klang kodiert
sind, und untersuchen, welcher Anteil davon tatsächlich vom Hörer ausgewertet wird. (4) Wir stellen
einen Algorithmus vor, der Material und Abmessungen von rechteckigen Platten anhand deren Klang
ermittelt. (5) Wir etablieren Methoden zur akustischen Kontrastverstärkung, mit dem Ziel, relevante
Klangeigenschaften besser wahrnehmbar zu machen. (6) Anhand von Fallstudien wird untersucht, welche
Arten von Daten, physikalischen Objekten und Interaktionen sich für die auditorische Augmentierung
eignen, und wie viel Information damit am Rande der Aufmerksamkeitsschwelle vermittelt werden kann.
Diese Arbeit liefert sowohl die theoretischen Grundlagen als auch praktische Lösungen und Empfehlungen
für die Entwicklung zukünftiger auditorischer Augmentierungen.
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1. Introduction
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Figure 1.1.: The interaction loop with auditory feed-
back.

As we live in a physical world, we constantly interact
with other physical objects: living beings, the floor
we are walking on, objects we take in our hands, or
a table where such objects may be positioned. Even
non-living objects may interact with each other, as
we experience from the forces of nature. Any of
such physical interactions typically evoke sounds, as
long as some medium such as air or water trans-
ports the physical vibration to our ears. To a large
extent, this sound is highly predictable. It depends,
for example, on the physical properties of the in-
volved objects, such as material, shape, or size, and
also on the type of interaction, such as bouncing,
hitting, or scratching. A major part of our everyday
acoustic environment results from our own actions.
In this case, we refer to it as auditory feedback (see
Fig. 1.1).

Even if we are not always fully aware of it, we use
this auditory feedback all the time while pursuing
our daily activities, because it conveys information
about our physical environment. For example, we
shake objects or knock on them to retrieve informa-
tion concerning their contents. We shake birthday
presents to guess what we are receiving. We shake
food packaging to estimate how much milk/cof-
fee/etc. is left. We knock on barrels to estimate
their filling levels. We even knock on doors of
houses when we want to know if someone is there.
All these were only conscious actions, representing
active listening practices.

Most of the time, however, we use the information
that is obtained from auditory feedback without
even noticing it: to adjust subconscious processes

together with information from other senses such as
vision or touch. We adapt our walking style to the
sound of the floor— for example, when adjusting
to the height of snow or undergrowth in unknown
terrain. We integrate auditory information when
pouring water (it is easier with sound!). In the dark,
we navigate through the house by using our ears (try
it with blocked ears!). When using mechanic tools or
machines, their auditory feedback is often the only
way to obtain information on their current status.
For example, we change gears of the car based on
the sound of the motor, or we adjust our fingers
to the computer keyboard based on the mechanical
(or nowadays simulated) sound. For such tools, the
auditory feedback is critical to close the interaction
loop and thus allow the tool to become an extension
to our body.

We surely interact also with non-physical entities
such as ideas or information from our digital envi-
ronment. By themselves, however, these provide
no auditory feedback. That seems to be a general
problem of the digital environment: it needs to be
projected in our physical environment, in order to
materialize in the form of a stimulus that can be
perceived and interpreted by our senses. The first
choice is usually to present the digital information
through a visual display, e.g., of a smartphone. For
many data, especially the highly complex informa-
tion that is shared in social media, this works pretty
good. If the information, however, is tightly cou-
pled to time, then it is sometimes better conveyed
through sound—by means of sonification. That
is why alarms are most often displayed by sound:
anyone is able to perceive them at the right time,
no matter what the person is currently doing. The
temporal resolution of the ear generally outperforms
that of vision, while vision excels in spatial resolu-
tion. If in addition to time, the information is tightly
coupled to a physical object, then only sound can
successfully close the interaction loop. For instance,
most cars with combustion engine have a revolu-
tion counter in form of a visual display. It would
require almost our full visual attention to read it
while driving—the visual attention that we need
for continuously monitoring the highly complex sur-
roundings that only our eyes are able to capture.
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Figure 1.2.: The interaction loop with augmented
auditory feedback.

The auditory feedback instead is able to convey the
very simple information in the periphery of attention,
with the high temporal resolution that is needed to
turn the machine into an extension of our body.

The car example may be irrelevant in the future,
but it leads us to a very popular example of sonifica-
tion. The sound is only a by-product of an outdated
technology that is already being replaced. Modern
electric cars have no gears, and the motor emits
almost no sound. The user receives no feedback at
all on the machine’s inner state, contrary to what
was the case with combustion engines. All relevant
information therefore needs to be projected, for ex-
ample, by sound, so that the user or pedestrians in
the vicinity are able to perceive it. Likewise, any
other originally silent physical object may be aug-
mented by artificial auditory feedback, in order to
convey information by sound. For example, a water
jar may carefully remind a user who forgot to drink
(Groß-Vogt 2020). Even if it the physical object
or action already provides useful original auditory
feedback, additional sound may be added, so that
even more information is conveyed. An electric drill
may, for example, sonify the tilt angle by additional
artificial auditory feedback, so that the user is able
to drill in the desired angle without a drilling rig
(Großhauser and Hermann 2010). If the original
auditory feedback is modulated or augmented by
additional sound, we speak of augmented auditory
feedback: the artificially modified sonic reaction to
physical interaction. This is visualized in Fig. 1.2.
More generally, we speak of auditory augmenta-

tion if a physical object or its sound is augmented by
sound for the purpose of sonification, i.e, to convey
additional information.

Augmented auditory feedback could be exploited
in three different ways. First, the signal-to-noise
ratio may be improved in order to help communica-
tion of (a) the involved objects’ physical properties

such as material or spatial dimensions, and (b) the
interaction type such as tapping or scratching. Both
may facilitate specific activities. This is what we
call auditory contrast enhancement, and what is
addressed in Ch. 9.

Second, specific physical properties of a physical
object could be modified perceptually, in order to
induce a certain change in user behavior. Apart
from the aforementioned footstep sounds, successful
behavioral change through sound has been shown
for hand tapping (Furfaro et al. 2013; Furfaro et al.
2015), as well as for grasping (Castiello et al. 2010;
Sedda et al. 2011).
Finally, augmented auditory feedback creates a

new communication channel that can also be used
for sonification of data that are completely unrelated
to both object and interaction, e.g., for continuous
monitoring as a secondary task. The sonification is
thus naturally and seamlessly fitted into the every-
day acoustic environment.
A major goal of this thesis is to explore the

exploitability of augmented auditory feedback as
communication channel. In information theory, an
important characteristic of a given channel is its
channel capacity, i.e., the highest rate at which in-
formation can be reliably transmitted. In our case,
it is limited by at least two factors: the plausibility
and the usability of augmented auditory feedback.
Both will be discussed in detail in Sec. 1.1 and 1.2.
For a specific physical interaction, we make four
assumptions:

(1) There exists a manifold of sounds which serve
as plausible auditory feedback. Its borders
define the plausibility range.

(2) There exists a manifold of sounds which serve
as usable auditory feedback, i.e., sounds that
help to perform specific actions. Its borders
define the usability range.

(3) The two manifolds of plausible and usable
sounds overlap. We define this overlap re-
gion as the manifold of alternative auditory
feedbacks.

(4) It is possible to discriminate between different
alternative auditory feedbacks.

If all these assumptions are met, we conclude
that it is possible to convey additional information
through (more or less subtle) sound changes within
the intersection of plausible and usable auditory
feedbacks. Contrary to the oversimplified depiction
in Fig. 1.3, plausibility and usability are no binary

2



1.1. Plausible auditory feedback

usableplausible •b•a

Figure 1.3.: Sets of plausible and usable variants of
auditory feedback for a specific physical interaction.
Points a and b represent two discriminable but still
plausible and usable sounds.

states, but rather continuous qualities whose actual
characteristics are unknown at this point. The plau-
sibility range and usability range are not meant as
strict borders but describe the sets of sounds that a
majority of persons perceives as plausible or usable,
respectively— for the given physical object(s) and
interaction as well as for the specific situation and
context.
Note that usability in this argumentation refers

to the original physical interaction. Augmented au-
ditory feedback which lacks relevant information
from the original auditory feedback is considered to
be less usable. Even if the net information capacity
is not decreased, e.g., by adding different informa-
tion, the original interaction is still assumed to be
deteriorated.
On a pure physical level, all the known physi-

cal (fundamental) interactions or forces of nature
are governed by the four basic forces (gravitational,
electromagnetic, strong, and weak force). In the
context of this thesis, we mainly refer to those phys-
ical interactions that can be described by classical
mechanics: interactions between physical objects or
between humans and physical objects. While physi-
cal objects usually include all objects with spatial
location (Markosian 2000), we usually mean solid
or rigid-body objects.
The remainder of this chapter is structured as

follows. In Sec. 1.1 and 1.2, the concept of plausible
and usable auditory feedback is investigated in more
detail. Then, in Sec. 1.3, we will recapitulate the
terminology of human–computer interaction (HCI),
followed by the theoretical framework of activity the-
ory in Sec. 1.4. Sections 1.5 and 1.6 review general
concepts of HCI, auditory display, and interactive
sonification. In Sec. 1.7 we will take a closer look
on the meaning of plausibility and related theories.
The remaining chapters of this thesis constitute

its major contributions. Chapter 2 provides a com-
prehensive literature review on auditory perception
of physical sound sources. Chapter 3 contains an
introduction to modal analysis and synthesis and
describes a physical sound model of rectangular

“ding”� � “dong”
Figure 1.4.: Two bells and their expected sound.

plates, targeting auditory augmentation. Chapter 4
documents an experimental hardware and software
platform for the auditory augmentation of rigid sur-
faces. Chapter 5 introduces a novel algorithm for
robotic perception as well as two listening experi-
ments on human perception of material, size, and
shape of rectangular plates. Chapter 6 presents a
platform for exploring the (im-)plausibility of audi-
tory feedback. Chapter 7 discusses the prospects
and limits of auditory display, based on the results
of an interdisciplinary prototyping workshop. Chap-
ter 8 documents several case studies of auditory
augmentations and their evaluations. Chapter 9 in-
troduces the concept of auditory contrast enhance-
ment (ACE) together with real-time capable algo-
rithms. Chapter 10 finally recapitulates the major
contributions of this thesis and provides conclusions
as well as an outlook on future research.
This document links to several sources of sup-

plementary materials: n audio examples, r video
examples, and / source code. If you are using a
digital copy, then just click on the individual icons
whenever they appear alongside the text to access
the additional content on the internet. A list of all
supplementary material (including the correspond-
ing links) is provided on p. 221.

1.1. Plausible auditory feedback
Sensory feedback is generally considered to be plau-
sible if it is “conceptually consistent with what is
known to have occurred in the past” (Connell and
Keane 2006). In particular, “a highly plausible sce-
nario is one that fits prior knowledge well: with
many different sources of corroboration, without
complexity of explanation, and with minimal conjec-
ture”. In other words, something is plausible if our
expectations are met and if the individual feedback
from different sensory modalities is in agreement
with each other. For example, we would generally
assume that a small object has higher pitch than a
large object, as depicted in Fig. 1.4.
With increasing perceptual dominance of audi-

tory augmentation, the resulting auditory feedback
influences user perception, emotion, and behavior
(Furfaro et al. 2015). For example, auditory cues

3



1. Introduction

influence the haptic perception of virtual textures
(Serafin et al. 2007). Likewise, perception of ma-
terial properties (e.g., hard/soft, rough/smooth) is
strongly influenced by auditory cues (Martín et al.
2015). As the perceptual plausibility depends on
the congruency between different modalities such
as haptic, visual, or auditory information, it has no
meaning for the unisensory case of auditory feed-
back alone. Perceptual congruency and therefore
plausibility is high if the information of the different
modalities combined, i.e., the combination of differ-
ent stimuli, matches the pattern we learned through
natural interactions with our physical environment.
It is therefore hypothesized that perceptual plausibil-
ity increases with increasing congruency (agreement)
between cues (information) from different sensory
modalities (information channels).
It must be considered that people are already

accustomed to manipulated visual feedback, but
generally have less experience (or none at all) in aug-
mented auditory or tactile feedback. It is common
knowledge that a physical object’s inner structure
can be concealed, e.g., through painted surfaces.
This supports the assumption that there exist at
least several interchangeably plausible visual repre-
sentations of a physical object.
We argue that if an auditory augmentation al-

ters the perception of only such physical properties
that are hidden behind the surface finishing (e.g.,
lacquer or laminate), i.e., physical properties that
are not conveyed through vision or haptics, then
the auditory augmentation cannot lead to incongru-
ent sensory information. The augmented physical
properties concerning the inner structure of physical
objects may include, for example, material category,
density, hollowness, and spatial volume, as well
as boundary condition (e.g., free or clamped) and
coupling to other physical objects. Their individual
exploitability for the purpose of sonification depends
on their perceptual resolution. The literature review
on auditory perception in Ch. 2 will shed light on
that.
If the above material properties have a perceiv-

able effect on auditory feedback, their modulation
through auditory augmentation is supposed to pro-
vide a reliable communication channel. The result-
ing augmented auditory feedback is assumed to stay
within the plausibility range if augmented in a physi-
cally meaningful and feasible way, i.e., if the illusory
physical properties can be explained without effort.
The meaning of plausibility will be further discussed
in Sec. 1.7. For now we rather proceed to the sec-
ond limiting factor of the information capacity of

Figure 1.5.: An even, horizontal, rigid, and station-
ary surface.

auditory augmentations: usability.

1.2. Usable auditory feedback
usability “extent to which a system, product
or service can be used by specified users to
achieve specified goals with effectiveness, effi-
ciency and satisfaction in a specified context
of use” — ISO 9241-210 (ISO 2009)

Auditory feedback in general has a positive effect
on task performance and motor learning (Sigrist
et al. 2013). Sigrist et al. provided design criteria to
successful visual, auditory, haptic, and multisensory
feedback in the context of motor learning. They
argue that a positive effect of auditory feedback
observed in isolation may completely vanish in the
presence of feedback in other sensory modalities.
For example, auditory feedback improves the typing
performance on a computer keyboard if no addi-
tional haptic feedback was present; however, the
influence of haptics is much stronger (Ma, Zhaoyuan
et al. 2015).

In any case, what makes auditory feedback usable
is the information it carries about the performed
action and about the physical objects it affects. All
information that is encoded in the auditory feedback
but not needed for the given task with the physical
object in the given context, is therefore assumed to
be irrelevant for usability. We define relevant physi-
cal properties as the properties of a physical object
which influence its usability. Likewise, irrelevant
physical properties are the properties of a physical
object which do not affect its usability.

Irrelevant physical properties are therefore consid-
ered as possible candidates for usability-independent
auditory augmentation. Note that auditory augmen-
tation of irrelevant physical properties may mask the
perception of relevant physical properties—either
auditorily or through informational masking effects,
e.g., by adding additional disturbance or stress. Fur-
thermore, the relevance of specific physical proper-
ties of the same physical object diverge for different
actions and context.
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1.3. Interaction with the digital environment

g

“What about the legs?”

Figure 1.6.: A person sitting at a table.

As an example, we examine a relatively simple cat-
egory of physical objects: an even, horizontal, rigid,
and stationary surface (see Fig. 1.5). Such a surface
usually appears on tables (see Fig. 1.6), cupboards,
bookshelves, etc. Due to its affordances (Norman
2013, pp. 10–13), it is primarily used for putting
things on top, moving these things around, and ma-
nipulating them (writing, cooking, etc.), but also
manual interaction is possible (hitting, scratching,
tapping, etc.).
For the observed surface, we consider three rele-

vant physical properties. Hardness influences how
we put fragile things on top or how we interact with
our hands. Roughness influences how objects or
fingers can be moved (see Fig. 1.7). Sturdiness is
relevant, as a fragile table might break while posi-
tioning heavy things. We thereby do not want to
modulate these but rather leave them unchanged
in order to preserve usability.

Similarly, physical properties that we consider as
irrelevant include spatial volume, hollowness, under-
lying material category, and boundary conditions—
if not in conflict with relevant physical properties.
These relate mainly to the non-visible part of the sur-
face, under the visible texture layer. In consequence,
their perception may be securely altered through
auditory augmentation within the plausibility range.
Note that not all physical objects incorporate a

specified purpose or intended use. Nevertheless,
every physical object has affordances. The goal of
usable auditory augmentation is to preserve these in
the best possible way while adding new affordances
such as exploratory data analysis through manual
interaction.

1.3. Interaction with the digital
environment

Physical objects also include machinery or com-
puters. In this case, we usually do not directly
interact with the actual physical process, but rather
with an interface that somehow translates between

(a) (b)

Figure 1.7.: The roughness of a table may influence,
how objects are moved. Sliding on a smooth surface
(a), lifting on a rough surface (b).

human and machine. As the vocabulary of human–
computer interaction (HCI) is sometimes confusing
or even misinterpreted, we will now briefly review it.
It all starts with a human user action. In a ma-

chine-centered view, i.e., from the perspective of
the machine, this corresponds to an input. Such a
user action can be anything, from pressing a button
to yawning. In this context, we distinguish between
active and passive action modalities. “For inputs,
active modalities are used by the user to issue a com-
mand to the computer (e.g., a voice command or a
gesture recognized by a camera). Passive modalities
refer to information that is not explicitly expressed
by the user, but automatically captured for enhanc-
ing the execution of a task” (Nigay and Coutaz
1993).

The thereby transmitted information (in this case
from human to computer) creates an information
channel. “In typical HCI usage, a channel describes
an interaction technique that utilizes a particular
combination of user ability and device capability
(such as the keyboard for inputting text, a mouse
for pointing or selecting, or a 3D sensor used for
gesture recognition). In this view, the following are
all channels: text (which may use multiple modali-
ties when typing in text or reading text on a moni-
tor), sound, speech recognition, images/video, and
mouse pointing and clicking” (Turk 2014).

An interactive system may switch between differ-
ent input or output channels depending on its mode
of interaction. “Mode refers to a state that deter-
mines the way information is interpreted to extract
or convey meaning” (Nigay and Coutaz 1993).
From a user-centered perspective, we humans

receive stimuli from different sensory modalities,
referring to our human senses such as audition,
vision, touch, olfaction, or gustation. Touch or
haptics, are umbrella terms that include cutaneous,
kinesthetic, and tactile perception.
The commonly used terms multimodality and

multimodal are obviously ambiguous, as they may
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refer to either modality (action modality, sensory
modality) or mode. We therefore try to avoid them
wherever possible or prefer multisensory when refer-
ring to a combination of multiple sensory modalities.
For cross-modal effects which describe interactions
between different sensory modalities, however, we
need to make an exception.

A stimulus in one of the sensory modalities leads
to a sensation: “the process by which stimulation of
a sensory receptor gives rise to neural impulses that
result in an experience, or awareness, of conditions
inside or outside the body” (Gerrig 2013, p. 80).

Consequently, perception is “the process or result
of becoming aware of objects, relationships, and
events by means of the senses, which includes such
activities as recognizing, observing, and discriminat-
ing. These activities enable organisms to organize
and interpret the stimuli received into meaningful
knowledge and to act in a coordinated manner”
(VandenBos 2015, p. 775).

A user interface finally comprises “all components
of an interactive system (software or hardware) that
provide information and controls for the user to ac-
complish specific tasks with the interactive system”
(ISO 2009).

Multimodal interfaces or multimodal systems
“process two or more combined user input modes—
such as speech, pen, touch, manual gestures, gaze,
and head and body movements— in a coordinated
manner with multimedia system output” (Jacko
2012). “Both multimedia and multimodal systems
use multiple communication channels. But in addi-
tion, a multimodal system is able to automatically
model the content of the information at a high level
of abstraction. A multimodal system strives for
meaning” (Nigay and Coutaz 1993).

1.4. Activities, actions, and
behavior

Within the HCI community, human actions are often
explained by adopting principles that build on Sergei
Rubinstein’s psychological activity theory from the
1930s. According to Kaptelinin (1995), activity
theory can be structured into some basic principles
which are not to be interpreted as isolated ideas but
are in fact closely interrelated.
Most fundamentally, activity theory discerns be-

tween three types of processes (activities, actions,
and operations) based on a hierarchical model (see
Fig. 1.8). These three levels are oriented to different

process object

activity motive

action goal

operation conditions

Figure 1.8.: Hierarchical model of processes (activi-
ties, actions, and operations) and their correspond-
ing objects (motives, goals, conditions) in activity
theory, after Kuutti (1995).

kinds of objects. Objects, in this scope, refer to
the non-physical meaning, in the sense of aims or
intentions. As depicted in Fig. 1.8, activities are
oriented to motives, actions are oriented to goals,
and operations adapt to conditions. But let us start
with some practical examples.

Activities may comprise, for example, building a
house or going on vacation. They are oriented to
more general motives such as having a roof over
one’s head or taking a rest after a busy period of
work. Motives are impelling by themselves. They
are objects or ideals that satisfy a certain need.
When motives are frustrated, people usually get
frustrated too, which might result in rather unpre-
dictable behavior. (Kaptelinin 1995)

Activities usually involve a number of functionally
subordinated processes: actions. Actions are always
directed to specific (conscious) goals. If keeping
with the above examples, a corresponding action
would be to hammer a nail through a strip of wood,
with the goal to attach it to a wooden beam. Simi-
larly, the vacationer could drive the car from home
to the hotel at a given route. Kaptelinin states that
if a goal is frustrated, then people adapt to the
new circumstances and set a new goal. This usually
doesn’t imply much effort or negative emotions. In
the examples, one might buy better nails, or change
the planned route. Kuutti (1995) adds that actions
typically follow an orientation phase in which the
action is planned in the consciousness using a men-
tal model. In general, the quality of this model is
critical for the success of the performed action.
Actions comprise chains of (unconscious) opera-

tions. According to Kuutti, these are well-defined
routines that are performed subconsciously in re-
sponse to the conditions which are faced while an
action is executed. Each operation starts as a con-
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communityrules division of labor

subject object

tools

outcome

Figure 1.9.: Basic structure of an activity, after
Kuutti (1995).

scious action, including its orientation phase and
execution phase. However, the orientation phase
fades out and the action collapses to an operation
as soon as the corresponding mental model has
reached a certain quality and the action has been
practiced sufficiently long. Kaptelinin adds that
people usually not even notice it when operations
are frustrated, and unconsciously adapt to the new
situation (e.g., if familiar conditions are changed).
Examples for operations include the individual pro-
cesses while hammering a nail (holding the nail,
aiming, swinging the hammer, etc.), or the sub-
conscious operations while driving a car: keeping a
certain velocity and staying within the lane through
(micro-)adjustments of pedals and steering wheel,
changing gears, etc.

According to Kuutti, an activity can also be struc-
tured based on a systemic model, as depicted in
Fig. 1.9. The individual object of an activity distin-
guishes it from other activities. The existence of
an activity is only motivated by its outcome: the
object transforms into an outcome as soon as it
is accomplished or frustrated. The object is not
necessarily a material thing but may also describe a
more abstract and less tangible plan or idea, under
the premise that it can be shared with the commu-
nity. The community involves all participants of an
activity. They may manipulate and transform the
object and also contribute to it through their own
actions.

The model in Fig. 1.9 visualizes the mutual rela-
tionships between the individual subject, the com-
munity (other subjects who are part of the activity),
and the object. These relationships are mediated
through different concepts.
Different types of tools may be used to accom-

plish a certain object (e.g., the hammer or the car
in the above examples). Tools thus mediate the
relationship between subject and object. They are
not necessarily physical objects, but may also be

abstract tools for thinking. (Kuutti 1995)
Individual subjects interact with others based on

certain rules that apply within this specific com-
munity (e.g., conventions or laws within a society).
Rules therefore mediate the relationship between
subject and community. They cover any type of
explicit or implicit norms, conventions, or social
relations that apply within the community. (Kuutti
1995)

The members of a certain activity usually per-
form different actions that are part of it, i.e., the
activity is split into several parts which are assigned
to the involved subjects either explicitly or implic-
itly. The principle of division of labor thus mediates
the relationship between community and object. It
describes the organization of the community con-
cerning the shared activity. (Kuutti 1995)
Activity theory further includes the concept of

internalization, which means that subject and ob-
ject influence and even transform each other. While
it is self-evident that the subject transforms the
object, also “the properties of the object penetrate
into the subject and transform him or her” (Kuutti
1995). The opposite process, externalization, ap-
plies if “mental processes manifest themselves in
external actions performed by a person, so they can
be verified and corrected, if necessary” (Kaptelinin
1995). The internal and external side of an activity
can only exist together (Kuutti 1995).
Activities are further regarded as dynamic enti-

ties which always change and develop over time, at
all levels within the hierarchic model from Fig. 1.8.
The primary source of development is attributed
to so-called contradictions. These occur in case
of external influences which may cause imbalances
within or between activities. Contradictions indi-
cate an unfit within or between elements or between
different development phases of an activity, or be-
tween activities. These usually manifest themselves
in the form of problems, ruptures, breakdowns, etc.
(Kuutti 1995)

Kaptelinin argues towards the application of activ-
ity theory as theoretical basis for human–computer
interaction. In extension to cognitive psychology,
it may account for social interactions, cultural fac-
tors, as well as aspects concerning development and
higher-level goals and values, while at the same
time incorporating experimental results and meth-
ods from cognitive psychology. (Kaptelinin 1995,
p. 57)
In this sense, an interface is regarded as a link

which allows to integrate a computer tool within
the structure of human activities. Within activity

7



1. Introduction

theory, the underlying mechanisms of an interface
are assumed to form a functional organ, meaning
that computer applications become the extensions
of pre-computer human abilities. Concerning tool
mediation, there are two interfaces to be considered:
the human–computer interface and the computer–
environment interface. (Kaptelinin 1995, p. 56)

1.5. Natural users and
reality-based interaction

In the search for better interfaces, i.e., such that in-
tegrate better in our physical environment, different
concepts and theories have been developed.

Tangible user interfaces (TUI) map digital data to
physical real-world objects, so that a manipulation
of the data is achieved by manual manipulation
of the physical representations (Ullmer and Ishii
2000). Information is usually coupled to the physical
artifacts by means of sound and video projection.
A major achievement of tangible interfaces is that
abstract data is actually made graspable. Even more
importantly, the same data can be manipulated by
multiple users at the same time, with the benefits
and constraints of purely physical objects.
Dourish (2001) developed a new approach for

interacting with computers: embodied interaction.
According to Hartson and Pyla (2012, p. 328), “em-
bodied interaction refers to the ability to involve
one’s physical body in interaction with technology
in a natural way, such as by gestures”. In other
words, “embodied interaction is the creation, ma-
nipulation, and sharing of meaning through engaged
interaction with artifacts” (Dourish 2001). Dour-
ish adds that “embodiment is not a property of
systems, technologies, or artifacts; it is a property
of interaction”. Rocchesso et al. (2009) note that
embodied interfaces are based on a closed loop due
to motor skills, thus implying continuous and simul-
taneous perception and action. They argue that
for embodied interfaces, the causality experienced
by the users corresponds more closely to physical
causality.
Wigdor and Wixon (2011) introduced the con-

cept of natural user interfaces (NUI). “In the natural
user interface, natural refers to the user’s behavior
and feeling during the experience rather than the
interface being the product of some organic pro-
cess” (p. 10). They state that a device that feels
truly natural is able to take full advantage of the
user’s bandwidth. It may thus behave “as a sort

of appendage” (p. 10). Wigdor and Wixon provide
a couple of guidelines for designing natural user
interfaces (p. 13):

• Create an experience that, for expert users, can
feel like an extension of their body.

• Create an experience that feels just as natural
to a novice as it does to an expert user.

• Create an experience that is authentic to the
medium—do not start by trying to mimic the
real world or anything else.

• Build a user interface that considers context,
including the right metaphors, visual indica-
tions, feedback, and input/output methods for
the context.

• Avoid falling in the trap of copying existing
user interface paradigms.

• Leverage innate talents and previously learned
skills.

Jacob et al. (2008) reviewed the advances in post-
WIMP1 user interfaces of modern interactive sys-
tems and digital electronic devices: virtual, mixed,
and augmented reality, tangible interfaces, as well
as ubiquitous and pervasive computing. Many of
these approaches adopt principles that are based on
knowledge or skills from the real world, i.e, basic
laws of physics or human behavior. The authors
provide a theoretical framework which bases on 4
basic themes:

• Naive Physics: people have common sense
knowledge about the physical world.

• Body Awareness and Skills: people have an
awareness of their own physical bodies and
possess skills for controlling and coordinating
their bodies.

• Environment Awareness and Skills: people
have a sense of their surroundings and pos-
sess skills for negotiating, manipulating, and
navigating within their environment.

• Social Awareness and Skills: people are gener-
ally aware of others in their environment and
have skills for interacting with them.

According to the authors, adopting these themes
avoids training in interface-specific skills but rather
builds on those skills that are already trained. The
result may lead to reduced mental effort and thus
speed up the learning process and improve the per-
formance. Reality-based interfaces are a special
case of multimodal interfaces, requiring multiple
action modalities as well as multisensory feedback.
1WIMP stands for Window, Icon, Menu, and Pointing
device.
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1.6. Auditory augmentation and
auditory display

Stockman (2010) raised the following question:
“what can we take into the research arena of au-
ditory displays from our every day experiences of
listening?”. He argued that auditory displays and
interactive sonification systems should leverage the
remarkable human abilities in knowledge making
from sound. While the sounds that emerge from
our everyday interactions reveal tons of valuable in-
formation on the involved objects themselves (more
on that in Sec. 2.2), they even bear our own very
characteristic signatures such as “the way we knock
on doors, play instruments, type on keyboards, whis-
tle, and even in some cases the way we breathe.”
Most of the time, we aren’t even aware of the sounds
we rely on in our daily routines to monitor and trig-
ger actions. Obvious examples are the sounds of
car engines, washing machines, kettles, or, not so
long ago, even computers. (Stockman 2010)
Ferguson (2013) presented a framework for am-

bient sonification systems. Inspired by ambient
information systems which have been widely in-
vestigated in the visual modality, ambient sonifi-
cations augment interactions with physical objects
in a domestic environment by sound. According
to the author, ambient sonifications should provide
an invisible interface to ambient data representa-
tion. They should inject themselves “into a pattern
of domestic behavior without significant disruption
and without requiring direct attention.” The pro-
posed interaction framework uses 5 stages which
connect to a closed loop with the user: (1) interac-
tion and associated meanings, (2) sensors, (3) data
acquisition, (4) data sonification, and (5) listening
and responding. Ferguson proposes the exploita-
tion of simple in-home interactions such as turning
on a light, opening a drawer or a door, or making
noise, to trigger the playback of data sonifications.
He further suggests that embedding sensors within
physical objects themselves, instead of attaching
them from the outside, may provide even better
results. (Ferguson 2013)
Based on general concepts such as tangible in-

terfaces and reality-based interaction (Sec. 1.5),
(Bovermann 2009) proposed tangible auditory inter-
faces (TAI)— systems that combine tangible inter-
faces with auditory displays. Within this concept,
the tangible part should provide a medium for ma-
nipulating data, algorithms, or parameters, while
the aim of the auditory part is to provide the user

Á

microphone

"
object

` data

filter n
sound emitter

g
userdirect sound

Figure 1.10.: The basic concept of auditory aug-
mentation, adapted from Bovermann et al. (2010).

with data- and interaction-driven information. Ac-
cording to Bovermann et al. (2010), the key features
of tangible auditory interfaces are the richness and
directness of the interaction, their possibility for
multi-user interaction in an ambient setting. A
benefit in ergonomics is achieved by the interplay
between sound and tangibility with a nature-inspired
interface gestalt, so that interactions are directly
derived from nature.
Within the framework of TAI, Bovermann et

al. (2010) introduced auditory augmentation as a
“paradigm to vary the objects’ sonic characteristics
such that their original sonic response appears as
augmented by an artificial sound that encodes infor-
mation about external data.” Most importantly, “all
this manipulation does not affect the sound’s orig-
inal purpose”. This implies that a structure-borne
sound is artificially altered to add an additional layer
of data-inherent features. Auditory augmentation
as depicted in Fig. 1.10 uses the original sound of
the object as input signal of a filter which is param-
eterized by the given data. Note that the resulting
auditory feedback is actually a sum of the original
auditory feedback and the output of the filter. A
successful auditory augmentation alters the sonic
gestalt of the physical object, but not the presence
or timing of the original auditory feedback. The
ultimate goal is to display digital data as auditory
features of physical objects. Bovermann et al. argue
that auditory augmentation facilitates the integra-
tion of data into everyday life. However, they state
that “this paradigm is neither intended nor appro-
priate to systematically search for specific structure
in data, or even to observe exact class labels for
a dataset.” The filter is usually implemented as
a bank of resonators which mimic the resonances
of a physical rigid object of a different material.
The data is mapped to the parameters of the res-
onators (frequencies, decay times, and amplitudes).
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(Bovermann et al. 2010)
The same authors describe several case studies

that aim on either data exploration or on unobtrusive
data monitoring.
In Schüttelreim, contact microphones are at-

tached to a hollow object filled with grainy material
such as buttons or marbles. Users are thus able to
explore the data by manipulating (shaking, rotating,
knocking, etc.) the object, based on their knowl-
edge gained through everyday life. The authors
claim that users will learn how to shake and ma-
nipulate the interface object so that certain aspect
of the data become perceptible. (Bovermann et al.
2010)
Paarreim uses two contact microphones, each

attached to a small rigid object with little natu-
ral resonances, each augmented individually by a
different dataset. The data is explored through
physical interaction between the little objects and
several kinds of materials or characteristic haptic
textures. Datasets are compared by performing the
same physical action with different augmented ob-
jects. Aspects of the data are explored by different
surface textures. (Bovermann et al. 2010)
For Wetterreim, a contract microphone is at-

tached to a physical object that people interact
with on a daily basis: a computer keyboard. The fil-
ter parameters are set by real-time weather data, so
that users are able to perceive differences in temper-
ature, humidity, wind speed, or air pressure as sub-
tle sound characteristics of the computer keyboard.
Through the superposition of the filter output with
the original auditory feedback, the augmented audi-
tory feedback is perceived as one coherent auditory
gestalt. In a small user study with participants
testing the system for several days on their own
computer, participants were able to differentiate
between different weather conditions, while none
of them found the system bothersome during work.
However, some participants stated that they were
unable to separate the data-driven part of the sound
from the original auditory feedback. (Bovermann
et al. 2010)
Auditory augmentation is a special case of

blended sonification. The term was introduced by
Tünnermann et al. (2013) as a unifying concept
for “sonifications that blend into the users’ environ-
ment without confronting users with any explicitly
perceived technology.” According to their working
definition, “blended sonification describes the pro-
cess of manipulating physical interaction sounds or
environmental sounds in such a way that the re-
sulting sound signal carries additional information
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Figure 1.11.: A blank blended sonification diagram
(adapted from Tünnermann et al. 2013). The fil-
tered (F) or added (A) output of the auditory display
may be driven by data (D) or audio (A) component
from the user or the physical or digital environment.

of interest while the formed auditory gestalt is still
perceived as coherent auditory event.” In addition,
“blended sonifications should be calm, well moti-
vated and expectable by the user. They should stay
in the periphery but be ready to hand.” (Tünner-
mann et al. 2013)
In order to facilitate the process of sketching,

comparing, and discussing blended sonifications,
Tünnermann et al. (2013) developed the blended
sonification diagram, as shown in Fig. 1.11. Three
sides represent the three main factors: physical envi-
ronment, digital environment, and user. They may
contribute a data (D) and/or an audio component
(A) to the auditory display which is represented by
the fourth side. A connection to the added (A)
output of the auditory display represents a sonifica-
tion which superimposes additional sound events to
the acoustic environment. A connection to the fil-
tered (F) output represents a sonification that stays
“very close to the original sound”, i.e., an auditory
augmentation. In case of an interaction between
multiple users, the blended sonification diagram can
be expanded by additional sides for multiple users
and their corresponding auditory displays. (Tünner-
mann et al. 2013)

Based on their practical experience, Tünnermann
et al. provide guidelines that may help in the design
and development process of blended sonifications.
These guidelines involve 4 principles: calmness and
peripheralness, coherency, expectability and famil-
iarity, and physical origin. “Calmness connotes that
sonifications should only be triggered by actions of
the user and actions that take place in the ambiance
of the user”. This implies that they are available
at any time, if a user wants to selectively pay at-
tention to it, but stay out of the way otherwise.
Coherency refers to the recommendation that both
the augmented or added sound should coherently
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blend with the original auditory feedback or acous-
tic environment, leading to a single cognitive unit.
Expectability and familiarity imply that the auditory
feedback should be expectable and familiar as much
as possible. The physical origin of the sonification
should be perceived as being closely connected to
the physical actions of the user or that of users or
objects in the immediate environment of the user.
(Tünnermann et al. 2013)

Weather to go by Tünnermann et al. (2014)
presents an auditory weather report that informs
the user about the present and upcoming weather
when leaving the house. Initiated by the user open-
ing the door, a natural soundscape is played back
that represents the given weather by mimicking its
natural sound (e.g., by recordings of wind, rain, and
thunder).
Upstairs by Bovermann et al. (2012) is a calm

communication system that aims for couples in
long-distance relationships. Inspired by the footstep
sounds that are commonly perceived from neighbor-
ing apartments, the footstep sounds of two spatially
dislocated apartments are recorded via contact mi-
crophones, filtered, and played back in the other
apartment in real time, respectively. The thereby
connected persons perceive each other as living up-
stairs. Without much cognitive effort, a feeling
of presence is created. (Tünnermann et al. 2015;
Bovermann et al. 2012)
Knock’Knock by Tünnermann et al. (2013) is

an auditory augmentation of a door (e.g., of an
office) that provides visitors with information on the
absence of the person they wish to meet. In case
the person is present, he or she is able to react to a
visitor knocking on the door. In absence, artificial
reverberation is added to the knocking sound. The
reverberation time quantifies the amount of time
that has passed since the person left the office,
hence unobtrusively helping the visitor to decide if
it is worth to wait for the person to return, or to
come back another day. (Tünnermann et al. 2013)
Slowification by Hammerschmidt and Hermann

(2016) provides car drivers with real-time informa-
tion on the current driving speed, relative to the
currently allowed speed. The applied metaphor is
that of the car radio system always traveling with
the allowed speed. By spatial sound reproduction,
the music or radio program is rendered to come
from the back when driving way too fast, from the
front when driving slower than the allowed speed,
or anything in between. While the majority of the
participants of a user study stated that they would
prefer this system over a visual display, the results

suggest that it cannot fully replace a visual indicator.
(Hammerschmidt and Hermann 2016)

Infodrops by Hammerschmidt and Hermann
(2013) uses blended sonification to enhance aware-
ness towards the consumption of limited resources
in the shower. While water flow is continuously
measured, the original shower sound is augmented
by synthesized sounds of water drops. These are
processed by tuned resonance filters which start at
consonant chords and change to more and more
dissonant chords as water consumption reaches 4/5
of the average, hence aiming for gradual improve-
ment of the user’s habits. (Hammerschmidt and
Hermann 2013)
Bakker et al. (2010) presented two design cases

for unobtrusive sonification by mechanically gener-
ated sounds.
Flunda is a coat rack that is augmented by an

interactive indoor fountain. If someone hangs a
coat on the rack, the corresponding tap will start
to drip. As time advances, the water flow increases,
hence sonifying (as well as visualizing) the time
since the person arrived, with maximum water flow
after 5 hours. The authors suggest that a family
might benefit from this minimal information on
other family members, making the question “for
how long have you been home already?” redundant.
(Bakker et al. 2010)

Marblelous is a physical marble run that sonifies
the presence and absence of family members at
home. It consists of two glass vases that hold a
marble for each family member and represent home
and away, respectively. If a person changes status,
a marble rolls into the other vase. For continuous
sonification of the current status, both vases rotate
to convey information on the number of marbles by
the physically-produced sound. A different texture
allows to discriminate both vases by sound. (Bakker
et al. 2010)

S. Barrass and T. Barrass (2013) explored the de-
sign space of embedding sonifications into physical
objects. Based on the observation that sonification
in outdoor activities by means of smartphone apps
is a rather cumbersome and impractical, they argue
that sonifications for this scope should be embedded
in things, expendable and cheap to replace, and ex-
tendable and customizable. The authors presented
three prototypes of such embedded sonifications.
Flotsam is a piece of wood that is hollowed out

and containing a small microcontroller board that
sonifies turning points of acceleration by means of
impact-like clicks. The object is watertight and
transmits sound by radio, to be received with radio
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headphones. The authors state that despite the
use of headphones, the direct relationship between
object and sound creates a sense of causality. (S.
Barrass and T. Barrass 2013)
Jetsam implements a similar technical approach

within a chunk of lava, sonifying absolute orientation
via built-in mobile phone vibrators. Orientation is
mapped to the frequency of a pulse train feeding
the motors. The augmented object aims at guiding
the orientation and position of a user’s grip. (S.
Barrass and T. Barrass 2013)

Lagan uses a cuttlefish backbone that is hollowed
out to integrate the microcontroller and piezo-elec-
tric buzzers, so that the sound emerges directly
from the object. It sonifies the continuous variation
in acceleration by a sound resembling ocean waves.
(S. Barrass and T. Barrass 2013)

The design studies of sonifications embedded into
things that have been presented by S. Barrass and
T. Barrass do not count to auditory augmentations
in the strict sense of Bovermann et al. (2010), but
may be regarded as blended sonifications under
the premise that they maintain a certain level of
calmness. They demonstrate that even very simple
sonifications and limited interactions can integrate
into the physical world in a useful way, if they are
bound into physical objects. This points us to an
aspect that is not explicitly covered by the basic
concept of activity theory described in Sec. 1.4 but
hidden within the category of tools: information.
Digital information seems to better integrate in the
physical world, if it is mediated by physical objects.
At the intersection of interaction design, sound

and music computing, and auditory display, another
research field has established itself. It is closely
connected to the concepts of blended sonification,
auditory augmentation, and interactive sonification.
In sonic interaction design (SID), the auditory feed-
back of interactive systems plays a central role, in
order to take full advantage of our extraordinary
sonic skills. Continuous auditory feedback is uti-
lized to attach an additional information channel to
physical objects such as tools, appliances, or arti-
facts, in order to enhance user experience or even
extend functionality while being tightly integrated
in the interaction loop. According to Franinović and
Serafin (2013, p. vii), SID “explores ways in which
sound can be used to convey information, meaning,
and aesthetic and emotional qualities in interactive
contexts. As a design practice, SID is the creative
activity of shaping the relationships between arti-
facts, services, or environments and their users by
means of interactive sound”. Several design studies

have emerged from this discipline, most of them
within the category of sonifications embedded into
physical objects.
Lemaitre, Houix, Franinovic, et al. (2009) de-

veloped a sonically augmented object specifically
designed for studying the emotional reactions to
sonic interactions. The Flops basically consists of a
3D-printed drinking glass that is equipped with a
microcontroller that sends sensor data wireless to a
computer running the sound synthesis. The sound
design implements the metaphor of small virtual
balls that can be poured out of the glass by tilting
it. (Lemaitre, Houix, Franinovic, et al. 2009)

Lemaitre et al. (2012) evaluated the feelings that
are elicited by the Flops in a user study. 32 dif-
ferent impact sounds were tested: 16 recordings
of natural sounds and 16 synthetic sounds. Par-
ticipants watched videos showing interaction with
the Flops in different sound conditions. Natural
sounds and sounds with low spectral centroid2 were
perceived as more pleasant than synthetic sounds
and sounds with high spectral centroid. A second
experiment examined actual interaction with the
Flops in a game task where participants had to
pour a fixed number of balls in less than 20 s. The
three different sound conditions included the two
sounds that induced the most negative feelings in
the previous experiment, as well as the one that
induced the most positive feelings. After each trial,
participants had to report their feelings by means
of self-assessment manikins (SAMs, Bradley and
Lang 1994). In general, the range of judgments was
larger than in the previous experiment. Valence was
mainly influenced by the aesthetics of the sound,
while arousal and dominance were mainly influenced
by the functionality or difficulty level of the device.
(Lemaitre et al. 2012)

Lemaitre, Houix, Visell, et al. (2009) created an-
other artifact— the Spinotron—that has, similar to
the Flops, no explicit purpose other than exploring
sonic interactions. It affords only one mode of inter-
action, being vertical pumping of its central shaft.
Integrated sensors in combination with a physical
sound model create the metaphor of a ratcheted
wheel whose rotation is driven by the pumping mo-
tion. The rate of rotation, audible via the frequency
of impacts, increases with the energy of pumping.
A first experiment showed that participants were
able to estimate the speed of the rotating ratch-
eted wheel with fair accuracy, independent of the
specific sound. A second experiment required partic-

2also called spectral center of gravity (SCG)
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ipants to identify the cause of the sound by selecting
among different materials, interactions, and verbal
portraits. The results allowed the selection of those
sound model parameters that evoked the most asso-
ciations with the metaphor of a ratchet. In a third
experiment, the participants’ task was to keep a con-
stant speed of the ratchet while performing with the
Spinotron. Compared to a control group without
auditory feedback, the auditory feedback allowed a
steeper learning curve, meaning that participants
actually ameliorated their performance in pumping
at constant speed. (Lemaitre, Houix, Visell, et al.
2009)

A large body of research focuses on the auditory
augmentation of shoes or footstep sounds (e.g., Pa-
petti et al. 2010; Marchal et al. 2013; Lécuyer et al.
2011; Turchet et al. 2010; Batavia et al. 1997). A
recent literature review is provided by Elvitigala et al.
(2021). They all have in common that users wear
sensor- and sometimes loudspeaker-equipped shoes
to create auditory feedback that differs from the
actual physical auditory feedback, in real time. The
rendered auditory feedback may simulate different
types of shoes (e.g., high-toe or flip-flops) or walking
grounds (e.g., wood or snow), but also comprises
unrealistic sound such as speech or music. The aims
of these approaches range from entertainment appli-
cations to sports and medical rehabilitation. Some
of these auditory augmentations will be reviewed in
detail in Ch. 2 when it comes to auditory perception
of physical properties.
Müller-Tomfelde and Münch (2001) presented

the auditory augmentation of a pencil. Their target
applications include the addition of natural auditory
feedback to almost silent electronic whiteboards or
graphic tablets, as well as the auditory display of
windows on a computer screen by simulating differ-
ent surface textures. They suggest a three-layered
model for convincing auditory feedback.
The micro surface texture describes the finest level
of surface texture. Similar to the texture of fine
paper, the (tiny) peaks are homogeneous in both
dimensions, without any directivity, with a stochas-
tic spatial distribution.
The meso surface texture exhibits peaks that are
already perceived as single sound events, including,
for example, the grain of wood or sand paper. Dis-
tribution pattern might show a preferred orientation
that is perceptible by sliding movement in different
directions.
Themacro surface texture is closely related to visible
patterns of the surface, corresponding to indenta-
tions, bumps, or engravings, perceptible as borders.

The auditory feedback is generated separately for
each of the three levels, based on physical modeling
synthesis. (Müller-Tomfelde and Münch 2001)

Motor learning describes a lasting change in mo-
tor performance that is caused by training (Sigrist
et al. 2013). In this context, “augmented feedback,
also known as extrinsic feedback, is defined as in-
formation that cannot be elaborated without an
external source; thus, it is provided by a trainer or
a display” (Sigrist et al. 2013). Intrinsic feedback
or internal feedback is the kind of feedback that is
always present during motor learning. Sigrist et al.
argue that movement sonification is very efficient
for low-complexity tasks, but is assumed to add
only little benefit for complex tasks. They predict,
however, that error sonification might add a bene-
fit even for complex tasks if combined with other
sensory modalities.

Rocchesso et al. (2009) presented several design
exercises, that are prototypical for interaction with
different kitchen tools. The prototypes aim at facili-
tating interactions by continuous auditory feedback.
A traditional mocha coffee maker was augmented
with an internal force sensor to sonify the amount
of pressure that is applied while screwing together
the individual parts after loading with coffee and wa-
ter. The sonification was inspired by the Schelleng
diagram which visualizes the optimal bow force on
the violin relative to bow position at constant bow
velocity (Schelleng 2005). A friction sound model
mimicked a glass harmonica for too loose coupling
and a squeaking sound if coupled too tight. The
auditory feedback was reported to be very natural,
enhancing the screw connection, and making the
task more engaging. The authors solved the decou-
pling between object and loudspeaker by mounting
an actuator on the mocha itself so that the sound
blends with the original auditory feedback. (Roc-
chesso et al. 2009)

Another design exercise described by Rocchesso et
al. (2009) aims at enhancing vegetable cutting. The
augmented cutting board is equipped with a contact
microphone in order to detect onsets of impacts.
The progress of slicing is sensed by a camera. During
the task of cutting carrots, a rhythmic beat adapts
to the tempo of the user.
Delle Monache et al. (2007) developed a soni-

cally augmented dining table for investigating the
closed loop between interaction, sound, and emo-
tion. Their prototype, the gamelunch, is based on a
prepared table which is divided into sensitive areas
corresponding to the positions of specific objects
on the table (dish, cutlery, glass, and decanter).
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Contact microphones are used to detect interac-
tions and thus control a physically informed sound
model. Augmented auditory feedback of the indi-
vidual objects is rendered by loudspeakers below
the table. Some objects such as salad bowl and
drinking glass incorporate sensors to drive mixing
and liquid pouring sounds that are congruent to
the interaction. Others, however, provide feedback
that contradicts the users’ expectations; e.g., con-
tinuous friction sounds are played when holding the
decanter. (Delle Monache et al. 2007)
The above examples show that there seem to

be many different concepts which exhibit a large
amount of overlap, or maybe even describe the same
thing in other words. Within the context of this
thesis, we stick with the term auditory augmen-
tation, as it seems to be the most descriptive and
self-explanatory of all the mentioned concepts, while
seemingly appropriate to the case studies presented
in Ch. 8. However, the original definition given
by Bovermann et al. (2010), explicitly insisting on
structure-borne sound, is assumed to be too strict
and contradictory to the common sense of under-
standing of the term. In Ch. 7 we will therefore
testify our working definition of auditory augmenta-
tion.

1.7. What sounds plausible?
“I’m not concerned with plausibility;

that’s the easiest part of it, so why bother?”
— Alfred Hitchcock (Truffaut et al. 1984, p. 99)

In this section, we will summarize approaches and
definitions concerning plausibility that might be rel-
evant within the context of HCI and psychophysics.
Connell and Keane (2006) found that the term

plausibility had never been well explained in previous
literature, although we humans judge the plausibil-
ity of information on a daily basis, and although
plausibility has been studied in various different con-
texts of research. For example, plausibility judgment
as a cognitive strategy avoids information retrieval
from long-term memory and speeds up cognitive
processes (Reder 1982). Connell and Keane com-
plain that despite a solid body of research on the
influence of plausibility on text comprehension, rea-
soning, or the solution of arithmetic problems, plau-
sibility is typically treated as a rather unspecific
variable that is interrogated without further expla-
nation. Nevertheless, they found a rough consensus
that plausibility judgment involves some kind of

concept-coherence, i.e., how a certain scenario con-
ceptually coheres with prior knowledge. According
to Connell and Keane, “the plausibility of category
membership can be viewed as a function of how
well the object’s features cohere with one another,
according to prior knowledge of causal relations
between category features”.
Connell and Keane state that judging the plau-

sibility of event scenarios requires two steps. First,
finding causal chains based on prior knowledge in
order to make the necessary inferences. Second,
evaluating the match between these inferences and
what has been experienced in the past. A simple
example sentence: “The balloon landed on the pin
and melted.” Even if both actions are plausible
in isolation, the scenario is most likely judged as
rather implausible, because an inferred connection
would involve a high amount of conjecture about
the possible heat of the pin making the balloon melt.
(Connell and Keane 2006)

Connell and Keane derived a cognitive model of
plausibility, in an attempt to predict human plau-
sibility judgment. The basis of the model— their
so-called knowledge-fitting theory— involves two
processing stages. In the comprehension stage a
mental representation of a given scenario is created
from verbal description and inferences based on prior
knowledge. In the assessment stage the mental rep-
resentation is compared to prior knowledge, i.e., its
concept-coherence. Within the knowledge-fitting
theory of Connell and Keane, a plausible scenario is
one that fits prior knowledge
1. using many different sources of corroboration.

The scenario should have several distinct pieces
of prior knowledge supporting any necessary
inferences.

2. without complex explanation. The scenario
must be represented without relying on ex-
tended or convoluted justifications.

3. using minimal conjecture. The scenario must
be represented by avoiding the introduction of
hypothetical entities wherever possible (i.e., no
deus ex machina). (Connell and Keane 2006)

Equation 1.1 summarizes the plausibility model in
terms of a theoretical function:

plausibility = 1− implausibility

implausibility = complexity
corroboration− conjecture

(1.1)

Hence, “a scenario will be perfectly plausible only
if its representation has minimal complexity and
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Figure 1.12.: Example of a formalized scenario tree created within the comprehension stage of PAM
for the scenario “The pack saw the fox. The hounds growled.” The wildcard character ∗ represents
hypothetical information that is not given by the scenario.

conjecture, and/or maximal corroboration” (Connell
and Keane 2006).
A computational implementation of the knowl-

edge-fitting theory is provided by Connell and Keane
through the plausibility analysis model (PAM). It
comprises two stages.
In the comprehension stage, a scenario is converted
to a formalized conditional tree of individual predi-
cates and chains of conditions. As an example, we
analyze the following scenario: “The pack saw the
fox. The hounds growled.” The formalized scenario
tree is depicted in Fig. 1.12. It comprises 5 paths
of which two incorporate hypothetical knowledge.
Not all paths make use of all the given information.
In the assessment stage, a plausibility rating is com-
puted from the scenario tree, based on the average
path length L (representing the complexity of expla-
nation), the total number of paths P (representing
corroboration), and the number of non-hypothetical
paths N (representing explanations without conjec-
ture). Equation 1.2 then gives the implausibility Π̄:

Π̄ =

L

L+ 1

P + N

P

(1.2)

Implausibility Π̄ (ranging from 0 to 1) is converted
to plausibility Π in analogy to the simplified Eq. 1.1,
but with additional squaring:

Π =
(
1− Π̄

)2 (1.3)

Figure 1.13 depicts how the model plausibility de-
pends on L, P , and N . The example from Fig. 1.12

0

0.2

0

0.4

0.6

0.8

1

0
5

5

10 10

Figure 1.13.: Model plausibility rating Π depending
on the total number of paths P , their average length
L, and the amount of non-hypothetical paths N
(adapted from Connell and Keane 2006).

includes P =5 total paths of average length L=3.2,
of which N = 3 are non-hypothetical. This leads
to a plausibility rating of Π = 0.75. (Connell and
Keane 2006)

PAM was evaluated on scenarios constructed from
two short descriptive sentences. For each scenario,
participants rated plausibility between 0 (implau-
sible) and 10 (plausible); we divide the values by
10 for to ensure a range between 0 and 1. The
model was able to successfully predict human plau-
sibility ratings (R2 =0.603). Furthermore, different
types of inferences (causal, attributional, temporal,
unrelated) led to significantly different human plau-
sibility ratings. Average values were 0.83 (causal),
0.61 (attributional), 0.55 (temporal), and 0.15 (un-

15



1. Introduction

related). Even this order pattern was reproduced
by the model. (Connell and Keane 2006)
Lindau and Weinzierl (2012) evaluated auditory

virtual environments with respect to their percep-
tual plausibility. They define a plausible virtual
environment as “a simulation in agreement with the
listener’s expectation towards a corresponding real
event”. These expectations do not refer to an exact
physical or perceptual identity of reality or simula-
tion, but rather to an inner reference resulting from
personal experience and expectations. Consistent
with other authors, they note that plausibility is
highly dependent of the actual application and task.
For example, in the context of game audio, a rather
pragmatic concept of plausibility is prevailing: “as
long as there is no obvious contradiction between
the visual and the acoustic representation of a vir-
tual scene, the human senses merge auditory and
visual impressions” (Grimshaw 2011, p. 159).

For the experimental evaluation of plausibility,
Lindau and Weinzierl (2012) argue against an ab-
solute rating, as this would lead to a strong indi-
vidually different response bias due to “personal
theories about the credibility of virtual realities and
the performance of media systems in general”. They
instead suggest a criterion-free assessment of plausi-
bility by using a yes/no paradigm where participants
simply decide between simulation (yes) and record-
ing (no). This yields an evaluation with regard
to an (unknown!) inner reference, in contrast to
an external, given reference. By applying standard
methods of signal detection theory (Macmillan and
Creelman 2005), the implausibility can then be ex-
pressed as the sensitivity d′ which is computed from
the probability of correct responses Pc:

d′ =
√

2Φ(Pc) (1.4)

with Φ(p) being the inverse cumulative normal dis-
tribution. A simulation is assumed to be plausible if
Pc is less than 55 %, meaning that it exceeds pure
guessing by less than 5 %. (Lindau and Weinzierl
2012)
Coco and Duran (2016) examined cross-modal

interactions between plausibility and sensory con-
gruency. In their experiment, each trial consisted of
a textual stimulus in form of a descriptive sentence,
and a visual stimulus in form of a photo composition.
The pairs of stimuli were presented in different com-
binations of two types of congruency (congruent,
incongruent) and two types of plausibility (plausi-
ble, implausible). Congruency indicated whether
content was matched between stimuli, while plausi-
bility indicated whether the content was matched

context

absurd plausible evident

the one andalternative
option only option

Figure 1.14.: Plausibility model (adapted from Böh-
nert and Reszke 2014).

within stimuli. For example, the sentence could be
“the boy is eating a hamburger” (plausible) or “the
boy is eating a brick” (implausible), whereas the
equivalent visual stimulus was a photo composition
of a boy eating a hamburger or a brick, respectively.
For 900 pairs of textual and visual stimuli (both
presented only for a limited time), participants indi-
cated if both stimuli were congruent (yes/no) and
rated plausibility, visual saliency of the target object,
congruency between scene and sentence, and gram-
maticality of the sentence. Overall, participants
achieved high accuracy (87 %) in the identification
of congruency. Answers were significantly more ac-
curate for plausible stimuli than for implausible ones.
In case of implausibility, accuracy was significantly
lower for congruent stimuli. An analysis of response
times and mouse movements revealed an early hes-
itation and bias to identify implausible stimuli as
incongruent. The authors infer that the plausibility
of stimuli mediates congruency expectations in a
verification task. They conclude that congruency
between different sources of information alone is not
sufficient for facilitating cognitive processing. The
benefit instead depends strongly on the plausibility
of the processed information. (Coco and Duran
2016)
Böhnert and Reszke 2014 analyzed the usage of

the term “plausibility” in scientific writing. They
observed that it is frequently used as a matter of
course, while its meaning is almost never explicitly
discussed or explained. Based on its usage and con-
text found in the literature, Böhnert and Reszke
derived a model of plausibility that characterizes
the evolution of scientific theories, but might also
be useful for understanding plausibility judgment in
general. According to the authors, the beginning in
the formation of scientific facts is a theory that is
not anymore regarded as absurd (see Fig. 1.14). If a
majority of researchers consider it as an alternative
option, it reaches the threshold of plausibility. The
classification as being plausible implies that there
are other (likewise plausible) alternatives to it. If
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Figure 1.15.: The uncanny valley. Adapted from
Mori et al. (2012).

a plausible theory manages to preclude all other
alternatives, it becomes the one and only evident
option, and the matter it describes becomes an ob-
vious matter of fact. This model is valid only within
a given context or comprehension environment of
the scientific discourse. (Böhnert and Reszke 2014)
Plausibility is sometimes used as a synonym for

realism. What does realism mean and in what
aspects does it differ from plausibility?
Wages et al. (2004) examined the usage of the

term “realism” with regard to computer games and
inferred that it is often misconceived in this con-
text. Against the common belief that more realism
equals higher believability, they even suggest that
realism works counterproductive for the immersion
of the user. They argue that simply copying nature
neglects the fact that from all the incoming informa-
tion, a vast majority is considered as non-essential
by human senses and filtered out physiologically
or mentally. Studies on animal behavior, for ex-
ample, showed that a simple strip of cardboard—
although far from realistic—may induce greater
social interaction than a stuffed animal. Wages
et al. argue that also for humans, the perceptual
discrepancies compared to reality are increasingly
weighted by our cognition, the closer an artificial
stimulus approaches reality. An increase in realism
might therefore paradoxically lead to decreased be-
lievability. This dip in the affinity or empathy curve,
that appears with increasing level of realism, just be-
fore a robot (or similar character) gets perceptually
indistinguishable from reality, is called the uncanny
valley (see Fig. 1.15). While attempts have been
made to relate the uncanny valley to sound (e.g.,
Grimshaw 2009), it is unlikely that something like
an audio uncanny valley exists.
Wages et al. (2004) give another paradox of re-

alism: stimuli interdependencies. In a virtual en-
vironment, a stimulus is actually a composition of
a multitude of different stimuli. With a certain
aspect of the complex stimulus advancing towards
perfection, the shortcomings of other aspects might
be revealed, leading to a paradoxical growth in a
spectator’s disbelief. The authors cite the work of
Hodgins et al. (1998) who demonstrated that an
improvement of a virtual character’s visual presen-
tation does not automatically lead to an increase of
its realism. Wages et al. argue that “the increase
of one aspect of realism (visual presentation) can
rapidly lead to much more weight of another aspect
(animations)”. Flaws in one aspect might therefore
not be noticed until another aspect gets optimized.
Closely connected to realism is the concept of

presence, as introduced by Lombard and Ditton
(1997). The authors interpret presence as a percep-
tual illusion that is a property of a person. They
constitute 6 interrelated but distinct conceptual-
izations of presence throughout the literature. If
interpreted as social richness, “presence is the extent
to which a medium is perceived as sociable, warm,
sensitive, personal or intimate when it is used to
interact with other people”. Presence may also de-
scribe realism, i.e., “the degree to which a medium
can produce seemingly accurate representations of
objects, events, and people”. A definition in terms
of transportation might relate it to a user or object
being transported to another place. Presence is
often used as a synonym for immersion, i.e, “the
degree to which a virtual environment submerges
the perceptual system of the user” (Biocca and
Levy 1995, p. 57). The final two conceptualizations
refer presence to a kind of social actor or medium
concerning the relationship and interaction between
users.

In summary, we identify at least two entirely dif-
ferent concepts of plausibility. The first seems to be
strongly related to the congruency between different
sensory channels. A multisensory stimulus remains
plausible, as long as no obvious contradiction oc-
curs between the information from different sensory
channels. This type of plausibility is usually evalu-
ated unconsciously. We become aware of it only if
we either consciously reflect about it, or if incongru-
ent information is perceived. We will further call
this low-level plausibility. The second type of plau-
sibility seems to be evaluated afterwards, when the
perceived stimulus is interpreted consciously. The
interpretation may include a physical explanation of
the stimulus. For example, the auditory feedback of
a small solid object may feel completely plausible at
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first, but may get implausible after thinking about it,
if the sound is too low-pitched for being physically
feasible. This conscious concept we call high-level
plausibility.

1.8. Conclusions
Auditory feedback is the sound we perceive in re-
action to our physical interactions. As it conveys
information about the ongoing physical processes,
it helps us to adapt our unconscious operations to
the given conditions and thus reach the goals of
our conscious actions. The thus created informa-
tion channel lets us stay within the sonic interac-
tion loop. More generally, the interaction loop, as
achieved through the integration of all available
sensory modalities, allows that the tools we use to
mediate our actions effectively become an extension
of our body. With growing complexity of these tools,
e.g., from basic hand tools via mechanic machines
to digital devices, the amount of useful informa-
tion contained in the original auditory feedback
decreases. This lack of usable auditory feedback in
modern tools highlights the need for sonic interac-
tion design in general and auditory augmentation
in particular. In its strict sense, the original au-
ditory feedback is modulated in order to become
augmented auditory feedback: to facilitate the per-
ception of the encoded information, to change the
encoded information, or to add new information.

We assume that to become accepted by the users,
augmented auditory feedback needs to be plausi-
ble and usable with respect to the given physical
interaction, and with respect to information from
other sensory modalities. These requirements limit
the parameter space for auditory augmentation and
thus limit the total information capacity of the as-
sociated communication channel to the manifold of
alternative auditory feedbacks.

While usability is generally well-defined, the mean-
ing of plausibility varies across the literature and
lacks a theoretical model for non-speech informa-
tion. We identify two levels of plausibility: low-level
plausibility and high-level plausibility. Both have
in common that the perceived information is com-
pared to previously acquired knowledge. Low-level
plausibility describes the congruency between the
information from different sensory modalities (audi-
tion, vision, touch, etc.). A stimulus can, however,
already be plausible, if there is no contradiction be-
tween the involved information channels. High-level
plausibility involves reasoning and the derivation of

meaning from the gathered information, and there-
fore doesn’t affect the stimulus itself but rather its
interpretation: a scenario or action that may have
produced the specific stimulus. High-level plausi-
bility is well explained by the plausibility analysis
model (PAM) by Connell and Keane (2006).
Especially interactions with the digital environ-

ment benefit from reality-based interactions that
make digital information tangible and thus allow
users to behave naturally by projecting their knowl-
edge from the physical environment. Building on
top of established concepts within sonification and
sonic interaction design, auditory augmentation in
the broader sense may also add additional sound to
a physical object to convey information.

In Ch. 2 we will now review what kinds of physical
information human listeners are able to extract from
auditory feedback.
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2. The psychophysics of auditory feedback:
an annotated bibliography

We humans are already experts when it comes to
the exploitation of sounds for knowledge making—
especially if they emerge from physical processes.
For about any sound we readily have some idea on
its physical origin. Especially if the underlying phys-
ical process involves a living being, we are generally
very sensitive to the information that is encoded
in the sound. However, also non-living physical ob-
jects are usually identified with great detail, without
even looking or touching them, just by using our
ears. We all, not only blind people, make use of
the auditory cues while navigating within the house
or apartment, or even on the streets in case of low
light—even if we are not all the time aware of this
fact. This chapter is a literature review—maybe
more a vast aggregation of literature—concerning
the human capabilities in the identification of physi-
cal sounds and their underlying physical parameters.
As sound per se rarely comes alone, not only the
unisensory (auditory) case is considered, but also
multisensory perception that involves auditory stim-
uli in conjunction with haptic and/or visual stimuli.
The references are structured on the basis of physi-
cal properties.

This chapter is organized as follows. First, in
Sec. 2.1, we examine sound source identification
from a general perspective or level of information
(“who or what does what with what?”). We sum-
marize general research on the identification of inan-
imate and animate sounds, as well as the effects of
causal uncertainty and informational masking. In
Sec. 2.2 we take a detailed look at the auditory
perception of every single physical parameter that
might be relevant to auditory augmentation. In
Sec. 2.3, the physiological limitations in the per-
ception of the sound parameters that convey the
information on physical parameters are summarized.
Section 2.4 contains a brief summary of approaches
for robotic perception of physical parameters. In
Sec. 2.5, literature on multisensory perception of
physical parameters as well as on the interplay be-
tween the different sensory modalities with auditory
feedback is reviewed. In contrast to the other chap-
ters of this thesis, references of this chapter are

provided within the individual (sub-)sections.

2.1. Source identification,
causal uncertainty, and
informational masking

Let us begin at the start of it all: the moment
at which a certain sound event is triggered, e.g.,
through a physical action of a living being. How
long does it take to identify it?
Guillaume et al. (2004) measured the time it

takes to identify the physical cause of a sound.
117 pre-recorded sounds were presented to partici-
pants performing a free identification task. Average
times reached from 50 ms (dog bark) to 675 ms
(teeth brushing). 34 sounds were identified within
100 ms. Some selected sounds originated from im-
pacted rigid objects and supposedly include material
and/or size and shape identification: fork knocking a
plate (100 ms), coin (108 ms), xylophone (120 ms),
broken glass (133 ms and 179 ms), beaten violin
(143 ms), pans (170 ms), spoon knocking a plate
270 ms, ping pong ball 425 ms.

Giordano and McDonnell (2007) examined the
relevance of acoustical and conceptual information
to the perceived similarity of sound events (see also
Giordano et al. 2010). In a free identification task,
participants labeled a large set of recorded animate
and inanimate environmental sounds by a verb and
up to two nouns. The authors found a significantly
higher naming agreement for animate sounds than
for inanimate sounds, suggesting a larger vocab-
ulary for objects than for actions. In a following
hierarchical sorting experiment, participants esti-
mated the similarity between pairs of sounds in 3
conditions: based on acoustical information, based
on conceptual information, and unbiased without
specification of criteria. In the acoustical condition,
participants were able to effectively suppress con-
textual information on similarity ratings. The same
applies in the conceptual condition the other way
around. However, both types of judgments were
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not completely independent. For unbiased similarity
ratings, participants exploited both acoustical as
well as contextual information. The authors suggest
that in everyday life, we generally hear animate con-
cepts and inanimate sound sources. (Giordano and
McDonnell 2007)
It is possible that two entirely different physical

processes lead to the same sound or at least cannot
be distinguished by our ears. This leads to causal
uncertainty in the identification of sounds: the more
alternative causes for a specific sound exist, the
higher its causal uncertainty.

Ballas performed a large number of experiments
to investigate the causal uncertainty when iden-
tifying everyday sounds (e.g., Ballas 1993). He
proposed to derive the causal uncertainty based on
the variation of responses gathered in a free identi-
fication task. The procedure involves the sorting of
identification responses into categories of equivalent
events or synonyms. This sorting is performed by
humans based on objective criteria. The apparent
problem of differences between sorters is solved by
using multiple sorters and evaluating the level of
agreement by cross-correlation analysis. The sorted
responses form the basis for computing the causal
uncertainty Hcu via the joint entropy between the J
different objects and K different actions identified
for a certain sound i:

Hcui = −
J∑
j

K∑
k

pijk log2(pijk) (2.1)

where pijk is the proportion of verbalizations that
was used for describing an object j and action k.
According to Ballas (1993), causal uncertainty corre-
lates strongly with identification time and accuracy,
and weakly with ecological frequency. In case of
impact sounds, however, causal uncertainty was
higher than what an estimation based on ecologi-
cal frequency would predict. Sounds exhibiting a
high typicality led to faster response times than
atypical sounds. Furthermore, the identification of
sounds with alternative causes and thus their causal
uncertainty was influenced by the particular context.

A comprehensive study on the identification and
categorization of environmental sounds was provided
by Lemaitre et al. (2010). Environmental sounds
in this context are regarded as audible acoustic
events that are caused by motions in the everyday
human environment. According to the authors, such
sounds can be categorized according to three types
of similarities: acoustical similarities according to
acoustical properties, causal similarities according

to the identified physical event causing the sound,
and semantic similarities according to some other
kind of knowledge or meaning interpreted by the
listeners. In a first experiment, 96 recorded sounds
were selected that usually occur in a kitchen. For
each sound, participants freely identified the object
by a noun and the action by a verb. The gathered
responses were then sorted into categories of similar
events by different persons based on formal criteria,
adopting the procedure proposed by Ballas (1993);
a correlation between the sorters’ results showed
a high reliability. Subsequently, the causal uncer-
tainty Hcu was computed to be between 0 and 4.61
(median values for the individual sounds). 60 of
these sounds were randomly selected as stimuli for
a second experiment. In this case, participants were
either experts (professional musicians, sound engi-
neers, etc.) or non-experts. Their task was to sort
the stimuli into an arbitrary number of categories
by using a graphical user interface. For each cate-
gory, properties had to be entered that are shared
by the category members. Participants were then
asked which of the 3 criteria they had used: acous-
tical, causal, or semantic similarities, or optionally
some other or unknown criteria. On average, partici-
pants created 11.5 categories. 32.2 % were grouped
by acoustical, 45 % by causal, and 12.5 % by se-
mantic similarities. Experts decided more on the
basis of acoustical, non-experts on causal similari-
ties. The authors infer, in accordance with previous
studies, that judging the sound based on acoustical
properties requires prior training, either implicitly
or explicitly. Sounds with high causal uncertainty
were often grouped together according to acoustical
similarities; at low causal uncertainty, non-experts
switched to grouping by causal similarities. In a fol-
low-up experiment, only a moderate correlation was
found between confidence and causal uncertainty
(r=−0.58). Nevertheless, (inverse) confidence al-
lowed to draw the same conclusions on the previous
experiment as causal uncertainty. Via logistic re-
gression, both confidence and causal uncertainty
allowed to predict the odds ratio between probabili-
ties of acoustical and other categorization strategies,
as well as between causal and other categorizations.
(Lemaitre et al. 2010)

The audibility of a sound is generally deteriorated
in the presence of another sound in the spectral or
temporal vicinity. Such energetic auditory masking
is caused by the mechanics of the inner ear. Masking
effects that cannot be explained by such peripheral
limitations of the ear, i.e., where both signal and
masker are well resolved by the peripheral auditory

24
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Table 2.1.: Overview of listening modes (adapted from Supper and Bijsterveld 2015).
how

why synthetic listening analytic listening interactive listening
monitory
listening

Listening to overall features
of sound for the purposes
of monitoring.

Attending to specific
characteristics of sound for
the purposes of monitoring.

Interacting with a sound
source for the purposes of
monitoring.

diagnostic
listening

Using a (quick) overall
impression of a sound for
the purposes of diagnosis.

Attending to specific
characteristics of a sound
for the purposes of
diagnosis.

Interacting with a sound
source for the purposes of
diagnosis.

exploratory
listening

Listening out for general
impressions for the
purposes of exploration.

Attending to specific
features of sound for the
purposes of exploration.

Interacting with the
sources of a sound for the
purposes of exploration.

system, are referred to as informational masking
(Neuhoff 2004, pp. 199–200).

Oh and Lutfi (1999) examined the informational
masking of a 1 kHz tone by brief everyday sounds.
50 sounds were selected from a sound effects CD;
their almost perfect identification by listeners was
proved in a pilot study. Additionally, synthesized
maskers were produced by recreating the spectrum
of the everyday sounds via filtered noise. In each
trial, participants decided which of two stimuli con-
tained the signal, while the signal level was varied
adaptively in order to find the threshold of masking.
The results revealed that everyday sounds achieve a
significantly larger amount of masking (4 to 10 dB)
than noise of equal power spectrum. In a follow-
up experiment, however, this noise advantage was
eliminated for everyday sounds that were rated as
easy to recognize.
Supper and Bijsterveld (2015) argue that distin-

guishing between modes of listening helps to under-
stand the active listening practices that scientists,
doctors, engineers, and mechanics developed to gain
knowledge on bodies, machines, and other objects
of research. Their two-dimensional taxonomy of
listening practices takes into account the purpose
of listening as well as the ways of doing so (see
Tab. 2.1). In general, practitioners shift between lis-
tening modes depending on the current task. These
modes include not only passive perception but also
active sonic skills such as knowledge on proper po-
sitioning of a stethoscope during auscultation.
Within the first dimension of listening, Supper

and Bijsterveld (2015) distinguish between three
purposes of listening. Monitory listening refers to
the monitoring of information as secondary task
in the background, while performing another main

task, for example, when checking for possible mal-
functions of a car while driving. Diagnostic listening
comes into play when trying to pinpoint what exactly
is wrong. It includes constant comparison of the
perceived, possibly abnormal sound, with an inner
reference of one or multiple stereotypical sounds, as
applied, for example, in quality control. Exploratory
listening refers to listening out for new phenomena,
unprejudiced, with the objective to gain knowledge
that wasn’t thought of before. This includes, for
example, tapping on a wall in the search for a solid
spot for placing a nail.

Within the second dimension of listening, Supper
and Bijsterveld (2015) distinguish between three
ways of listening. Synthetic listening refers to the
interpretation of auditory information as generally
as possible, for example, when listening to a room
full of voices or to the overall effect of a piece of
music as a whole. On the contrary, analytic listen-
ing takes place when components of the auditory
scene are identified at a finer level. This includes,
for example, tuning of the focus to individual instru-
ments of an orchestra, or to the couple whispering
in the next row (Hermann et al. 2011, p. 3). While
synthetic and analytic listening are usually defined
as opposites, they have in common that the sound
source itself is stable or unfolds at its own dynamic
rules. Interactive listening means that the listener
itself intervenes in the sounds while listening. This
includes, for example, listening for changes in the
sound of a car while changing gears.
In combination, the listed purposes and ways of

listening lead to the 6 distinct listening modes in
Tab. 2.1. While this representation suggests the
selection of one specific listening mode for a given
task, Supper and Bijsterveld (2015) argue that the
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full potential is unfolded by gradually shifting be-
tween those modes. The ability to shift expresses
the virtuosity of sonic skills within everyday knowl-
edge practices that go beyond the modes of listening
themselves.
Summing up, in sound identification we distin-

guish between animate concepts and inanimate
sound sources. For inanimate sounds, e.g., from
a struck solid object, identification takes signifi-
cantly longer (between 100 ms and 400 ms) than
for animate sounds such as a dog bark (as low as
50 ms). In addition, we have a larger vocabulary
for inanimate than for animate sounds. This is also
expressed by the causal uncertainty which is higher
with increasing typicality of the sound. Sounds that
are not easy to identify (e.g., due to high causal un-
certainty) mask other sounds due to informational
masking by about 4 to 10 dB in addition to auditory
masking. When listening to auditory augmentations,
we make use of different modes of listening. In a
background task, the auditory display is perceived
via monitory and interactive listening. If a certain
aspect attracts the user’s attention, he or she may
switch to diagnostic and analytic listening to re-
trieve more precise information on a certain aspect
of the display.
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2.2. Auditory perception of
physical parameters

This section summarizes research on auditory per-
ception of physical parameters, with a focus on the
sound of rigid objects. It includes literature from
earlier collections such as by Rocchesso and Fontana
(2003, pp. 1–16), Carello et al. (2005), and Yost
et al. (2008, pp. 13–42), as well as more recent
literature until the end of year 2021.

2.2.1. Material category

Lemaitre and Heller (2012) examined the auditory
discrimination between materials of cylinders under
different conditions of 2 sizes and 4 manners of ex-
citation (bouncing, hitting, rolling, scraping). The
4 materials came from 2 gross density categories:
low density (plastic, wood) and high density (glass,
metal). Participants judged how well each stimulus
conveyed that it originated from a given assumed
material; for all combinations of true and assumed
material. They were good at discerning gross den-
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sity categories (probability of superiority Ps =0.89)1
but could hardly discriminate materials within a
category (Ps=0.46). Discrimination was better for
impacts (bounding and hitting) than for continu-
ous excitations (hitting and rolling); however, the
manner of excitation had almost no effect on the
overall results. There was a strong negative correla-
tion between reaction times and the proportion of
correct answers.

Lutfi and Oh (1997) found that discrimination of
material is poor due to the fact that listeners fail
to make use of any information except frequency.
Listeners were asked to discriminate iron from sil-
ver, steel, and copper, as well as glass from crystal,
quartz, and aluminum. The synthesized sounds
jittered in base frequency, amplitude, and overall
decay time, to allow an estimation of the contribu-
tion of each sound parameter on the decision. For
each pair of target material (iron or glass) and one
of the three corresponding materials, ideal decision
weights of sound parameters were computed. Over-
all, participants gave greatest weight to frequency,
hence overstating its informative value. The ef-
fect of weighting on identification performance was
highly significant and presumably responsible for
the listeners’ performance reduction of nearly 80 %
in some cases.

Giordano and McAdams (2006) let listeners iden-
tify the material of square plates struck by a steel
pendulum. Plates were 2 mm thick and differed in
length (between 8.66 cm and 34.64 cm) and mate-
rial category (acrylic/plastic, glass, steel, walnut
wood). Participants listened to the individual mono-
phonic recordings and assigned each stimulus to
one of the 4 materials. 88 % of the listeners showed
perfect identification of gross density categories
(steel/glass vs. wood/acrylic), independently of the
plate dimensions. Within these categories, materi-
als were perceptually equivalent. The results could
be predicted through multiple regression based on
acoustical descriptors. The base frequency (the first
peak above a certain threshold) allowed discrimi-
nation between metal and glass (χ2(8)=9.7). For
discrimination between wood and plastic, a combina-
tion of base frequency with loudness was necessary
(χ2(8)≤11.9). In theory, base frequency and loud-
ness together allow perfect discrimination between
the 4 materials, as well as a combination of duration
and spectral centroid.
1The probability of superiority is equivalent to the area
under the receiver operating characteristic (ROC) curve
(AUROC or simply AUC), sometimes also called common
language effect size (CL) (Ruscio 2008).

Tucker and Brown (2003) asked listeners to iden-
tify the material (metal, plastic, wood) of impacted
physical plates based on audio recordings. Partici-
pants were able to perfectly identify the gross den-
sity category (metal vs. plastic and wood) but were
unable to distinguish plastic and wood, independent
of a plate’s shape (circle, square, triangle).

Fontana et al. (2011) carried out a material iden-
tification experiment with recorded walking sounds
on solid (wood, concrete) and aggregate ground
(gravel, twigs). From each of the 4 natural stimuli,
6 additional variants were created by applying the
temporal or spectral characteristics of the 3 other
sounds, respectively. While natural stimuli were al-
most perfectly identified, manipulated sounds were
attributed to the different materials depending on
plausible combinations. In general, listeners toler-
ated a substitution of temporal features within, but
not between categories. Spectral substitutions were
generally tolerated.
McAdams et al. (2010) synthesized sounds of

impacted plates on a continuous material scale
between glass and aluminum by manipulating the
damping interpolation parameter H (see 3.2.6 for
physical explanation). Participants were found to
base their judgments only on the damping-related
properties, contrary to prior dissimilarity ratings
where also pitch was found to be an important fac-
tor. Listeners thus tend to evaluate only the acoustic
information that is reliable for the given task. The
decision threshold was at H = 0.63; values below
0 (ultra-glass) and above 1 (ultra-aluminum) led
to a convergence of the psychometric function, i.e.,
perfect identification of metallicity. Results were
independent of the material of the striking mallet
(wood/rubber).

Zhang et al. (2017) synthesized sounds of falling
objects of 4 different materials (steel, ceramic,
polystyrene, and wood) bouncing on a hard sur-
face. Untrained listeners achieved accuracies around
43 %.

Hermes (1998) examined auditory material identi-
fication on synthesized impact sounds varying in cen-
ter frequency and time constant τ of the exponential
decay. In a free identification experiment, partici-
pants labeled materials of 7×7 parameter combina-
tions between 0.1 and 6.4 kHz and between 6.2 and
50 ms, respectively. The most frequently mentioned
materials were wood (107×), metal (74 ×), glass
(52×), plastic (36×), and rubber/skin (consoli-
dated category combining different names). These
were found to generally describe distinct regions in
the 2D parameter space of center frequency and
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decay time.
These 5 material categories were used in a forced-
choice experiment where participants had to select
the perceived material. While identification perfor-
mance for metal, wood, and glass was equally high,
identification of rubber and especially plastic was
inferior and differed between participants. These
results are in line with the prior outcome that metal,
glass and wood are well-defined perceptual cate-
gories, while the mental representation of plastic
and rubber/skin is somewhat blurred.

Klatzky et al. (2000) used synthesized sounds of
clamped ideal bars struck at 61 % length. The stim-
uli were equally spread (on a logarithmic scale) over
a parameter space of 5 fundamental frequencies
f1 (between 0.1 and 1 kHz) and 5 time constants
τ of the decay (between 3 and 300 s). In pair-
wise comparisons between combinations of f1 and
τ , participants gave similarity ratings concerning
the perceived material. A multidimensional scaling
analysis suggested two perceptual dimensions which
strongly correlated with the model parameters f1
and τ (r=0.96 and 0.98, respectively), while the
spread within dimensions gave rise to a greater con-
tribution of the decay parameter.
If starting amplitudes were jittered within 10 dB,
simulating a random force of impact, a larger ampli-
tude difference led to larger dissimilarity; this effect
was stronger for decay differences than for frequency
differences. In a third experiment, participants rated
the similarity in object length on the same set of
stimuli with variable amplitude. While the influence
of decay on participants’ judgments was predomi-
nant under all 3 mentioned conditions, the contribu-
tion of decay was still substantially smaller in case
of length judgments.
In a fourth experiment, participants assigned each
of the 25 sounds to one of 4 material categories
(rubber, wood, glass, steel). On average, the prob-
ability that a stimulus was assigned to a certain
material was high in the corners of the parameter
space. In particular, glass was assigned to high fre-
quency and long decay, wood to high frequency and
short decay, steel to low frequency and long decay,
and rubber to low frequency and short decay. The
extreme combinations were even global maxima of
identification probability except for steel where the
corner represented the 2nd-largest local maximum.
The results were predicted by the two model param-
eters via linear regression (on a logarithmic scale),
with values of R2 between 0.62 (glass) and 0.82
(steel).

Lutfi and Stoelinga (2010) asked participants to

discriminate between impacted bars of metal and
glass (radius 3 cm, length 10 cm). Participants had
to select the metal bar within pairs of stimuli. In two
different conditions, sounds were synthesized accord-
ing to either a viscous damping model (see Chaigne
and Doutaut 1997) or a viscoelastic damping model
(see Lutfi and Oh 1997); 3 partials were rendered.
Analytical results and just-noticeable differences
(JNDs) suggested that listeners could exploit in-
formation related to both frequency and decay in
case of the viscoelastic model, but had to rely on
frequency alone in case of the viscous model. These
predicted decision weights were confirmed by the
results of the listening test for all 3 subjects via
multivariate regression.

Koumura and Furukawa (2017) examined the ef-
fect of reverberation on the identification of material
via short impact sounds. They found that reverber-
ation actually deteriorates material identification;
however, after a short while, participants adapted to
the reverberation and achieved similar identification
rates as with the dry stimuli. It must be noted that
the results varied greatly among participants. The
authors suggest that there is a mechanism in the au-
ditory system which compensates reverberation by
adapting to the spectral features of the reverberant
sound. In a follow-up experiment, they found, how-
ever, that there is no common mental representation
of reverberation that affects all kinds of auditory
perception. In contrast, learned reverberation is not
transferable between gross categories of sounds. In
particular, the adaptation to reverberation during
speech does not help to identify a following impact
sound (Koumura and Furukawa 2018).
In a material identification experiment by Traer

et al. (2019), participants discriminated between
metal, ceramic, wood, and cardboard based on im-
pact sounds. With recorded sounds, participants
achieved excellent performance for discrimination
between gross hardness categories (metal/ceramic
vs. wood/cardboard), but made errors within cat-
egories (metal vs. ceramic, wood vs. cardboard).
This pattern had already been shown in prior stud-
ies and occurred similarly with synthesized sounds.
Correlation between confusion matrices of real and
synthetic sounds was moderately high (0.72).

Aramaki et al. (2009) used an analysis–synthesis
approach to create stimuli of impact sounds from
recordings of rigid objects of different material
(wood, metal, glass). The resynthesized sounds
were then tuned to the same chroma (the near-
est octave of note C). In addition to the perfect
material sounds, in-between sounds were synthe-
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sized by morphing between model parameters. In
an experiment, participants identified the material
of each stimulus as fast as possible by pressing one
of three buttons. An acoustical analysis of the stim-
uli showed that decay time alone was sufficient to
discriminate between the 3 material categories. On
average, participants more often categorized sounds
as metal than as glass or wood. Response times
were significantly slower for glass sounds than for
wood and metal sounds. The in-between sounds
gave a hint on what acoustical feature was linked
to what material. Sounds with metal damping but
glass or wood spectrum were categorized as metal.
Sounds with wood damping but metal spectrum
were perceived as wood, while wood damping and
glass spectrum was perceived as glass. Sounds with
glass damping but wood or metal spectrum led to
a perception as metal. Decisions were thus made
not only based on damping, but also on spectral
features. This was confirmed by electrophysiolog-
ical data in form of event-related brain potentials
(ERPs). For sounds that were typical within their
category (similar classification by more than 70 %
of the participants), measured ERPs at different re-
gions suggested a correlation with temporal descrip-
tors (decay time) and spectral descriptors (spectral
centroid, etc.).
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Zhang, Zhoutong et al. (2017). “Shape and Ma-
terial from Sound”. In: Conference on Neural
Information Processing Systems (NIPS).

2.2.2. Action

Lemaitre and Heller (2012) examined the auditory
discrimination between manners of excitation (ac-
tions) for cylinders of different materials and sizes.
The 4 actions came from 2 gross categories: im-
pacted (bouncing, hitting) and continuous (rolling
and scraping). Participants judged how well a given
stimulus conveyed that it originated from a given
(assumed) action; for all combinations of true and
assumed action. Participants showed almost per-
fect discrimination between (Ps=0.97) and across
categories (Ps=0.96), independent of material and
size. There was a strong negative correlation be-
tween reaction times and the proportion of correct
answers.

Serafin et al. (2010) asked listeners to identify by
sound if a person walks over flat ground, a bump,
or a hole. Participants could successfully identify
bumps and holes based on the rhythmic pattern,
with between 70 % and 100 % correct identifications.
Wrong answers co-occurred with low confidence
ratings.

Auditory discrimination between breaking and
bouncing glass objects was examined by Warren Jr.
and Verbrugge (1984). For natural recordings, av-
erage correct identification reached 99 %. Sounds
constructed from individual samples reached 89 %
correct identification. Results did not change signif-
icantly if the first impact burst was removed from
the natural and constructed sounds. Listeners are
thus able to exploit the rhythmic impact pattern for
discriminating between breaking and bouncing.

Zhang et al. (2017) synthesized sounds of objects
falling from two different heights on a hard surface,
thus creating bouncing impact patterns. Untrained
listeners achieved identification accuracies around
77 %. It must be noted that the sounds always
followed a pause which corresponded to the duration
of falling; however, participants were not informed
about this fact and thus failed to evaluate this
information efficiently.
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2.2.3. Material properties
McAdams et al. (2004) used synthesized sounds
of impacted bars with a tube resonator to analyze
the perceptual space of physical parameters via dis-
similarity ratings. Multidimensional scaling analysis
showed that the dimensionality of the perceptual
space was identical to that of the physical space.
For bars varying only in density ρ and (frequency-
independent) loss factor η, 92 % of the variance of
dissimilarity ratings could be predicted by a model
of two perceptual dimensions which showed strong
correlation to a pair of acoustical descriptors in-
cluding a damping-related one (loss factor or slope
of the spectral centroid) in conjunction with base
frequency f1. For tuned bars differing in η and vari-
able cross section, the two perceptual dimensions
explained between 85 % and 86 % of the variance,
and correlated with the same set of acoustical de-
scriptors. Dissimilarity ratings could be predicted
by a combination of base frequency f1, (late) de-
cay factor α2, and spectral centroid (R2 ≥ 0.64,
depending on the dataset).
McAdams et al. (2010) conducted a similar ex-

periment with synthesized sounds of thin plates
that differed in damping interpolation parameter
H (which blends between viscoelastic and thermoe-
lastic damping) and longitudinal wave velocity cL.
According to dissimilarity ratings, the two perceptual
dimensions were closely related to the mechanical
properties (R2>0.99 and R2>0.89 for H and cL,
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respectively), independent of mallet material (rub-
ber/wood). In terms of acoustical descriptors, cL
was related to pitch while damping was associated
with timbre and duration.

Lutfi and Ching-Ju Liu (2007) let participants lis-
ten to pairs of synthesized impact sounds of variable
size and density under various shape and boundary
conditions (bar, plate, membrane). The task was
to identify the stimulus containing the smaller but
more dense object (which is usually the one with
higher frequency and longer decay times). Multiple
regression analysis showed that listeners based their
decisions mainly on one parameter (either frequency
or decay) while achieving comparable sensitivity (av-
erage d′ between 1.2 and 1.9), whereas an ideal
ML detector incorporating both parameters would
achieve sensitivities between 2.4 and 2.8.
In a follow-up study, Ching-Ju Liu and Lutfi

(2009) asked percussionists, non-percussionist mu-
sicians, and non-musicians to identify the denser
of two struck objects by sound. While all groups
performed similarly well, percussionists slightly out-
performed the others. Additional feedback between
trials immediately and significantly improved the
performance of all participants, effectively equalizing
the differences between groups.
Roussarie et al. (1998) measured perceptual dis-

similarity of synthesized sounds of impacted bars
between 16 samples in the 2D parameter space of
density and damping factor. By means of multidi-
mensional scaling, the resulting 2D perceptual space
was correlated with the physical parameters as well
as with acoustical descriptors. Dimension 1 could
be related to the decay factor (R2 =0.97) as well
as to a linear combination of spectral centroid and
the logarithm of the time constant of the decay
(R2 =0.99). Dimension 2 could be related to mate-
rial density (R2 =0.86) as well as to the frequency
of the 2nd partial (R2 =0.87). Correlations between
parameters were low, suggesting orthogonality.

Lutfi and Stoelinga (2010) computed hypothetical
Weber fractions ∆θ/θ of some material constants
that affect pitch, based on the JND in pitch at a
hypothetical sensitivity d′ = 1. It must be noted
that this does not represent an ecologically valid
scenario. They examined 11 impacted bars of differ-
ent material (wood, glass, aluminum, plastic) and
dimensions (length between 9 and 20 cm, radius be-
tween 3 and 9 cm). For Young’s modulus E, density
ρ, and also viscoelastic loss factor η, their computed
Weber fraction was almost identical between 0.56 %
and 1.24 % (M =0.77 %, SD =0.21 %).
Traer et al. (2019) examined the discrimination

of the masses of balls dropping on a rigid object.
Real sounds were recorded from small (0.7 g) and
large (7.6 g) wooden balls; synthesized sounds were
created according to the physical parameters of
the interaction. Participants listened to pairs of
stimuli, answering which of the two contained the
heavier ball. They performed equally well for real
and synthetic sounds, on average with around 94 %
correct identifications.
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2.2.4. Force of impact
Liu and Lutfi (2009) compared percussionists, non-
percussionist musicians, and non-musicians in their
ability to identify the stimulus containing the greater
force of impact in pairwise comparisons with synthe-
sized impact sounds. Percussionists performed only
slightly better than the other groups. Feedback be-
tween trials did not significantly change participants’
performance.
In a more recent study, Lutfi et al. (2011) used

synthesized sounds of impacted bars to examine
auditory discrimination of force of impact on three
groups of listeners: percussionists, non-musicians,
and participants of unknown background. They
were asked to identify the sound corresponding
to a greater force of impact in pairwise compar-
isons. While individual performance varied widely
between participants, percussionists generally out-
performed both other groups significantly; their de-
cision weights based on logistic multiple regression
were more close to the optimal values. The worst-
performing percussionists were roughly on par with
the best-performing non-musicians. While providing
feedback had little effect on the decision weights, it
still significantly improved the performance of non-
musicians, but not that of percussionists. Unknown
participants’ sensitivity d′ was between 0.8 and 2.2
for wood (force difference ∆F =4 dB) and between
1.1 and 2.6 for iron (∆F =3 dB).
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2.2.5. Surface roughness
Lederman (1979) used physical aluminum plates
of 14 cm × 11.4 cm × 0.5 cm that were prepared
with grooves of 0.125 mm depth and width in 8
different distances (0.18 mm and between 0.25 mm
and 1 mm in steps of 0.125 mm). Participants were
seated with the back to the apparatus where the
experimenter performed sliding movements with the

tip of the middle finger over the plate surface at
constant force (28, 112, and 448 g equivalent mass).
For each condition of groove distance and force, they
estimated the magnitude of surface roughness by a
positive nonzero number. On average, both higher
force and smaller groove distance led to significantly
higher perceived roughness.
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2.2.6. Pressure and speed of rubbing

In a pilot experiment, Hermes et al. (2008) found
out that naive listeners were not able to distinguish
between recorded physical rubbing sounds and syn-
thesized sounds based on filtered white noise with
sine-shaped envelope. In a free identification task,
a majority identified the sounds as emerging from
rubbing or sweeping. For different combinations of
high-pass filter cutoff frequency (2, 3, and 4.5 kHz)
and spectral slope (α= {−0.8, 0.0, 0.8} with am-
plitude proportional to fα), participants estimated
the distance of the rubbing movement (i.e., rubbing
speed) as well as effort (i.e., pressure of rubbing).
Overall perceived effort decreased with increasing
cutoff frequency and spectral slope. If answers were
freed from individual magnitude bias, then also the
estimated speed significantly increased with increas-
ing spectral slope, while cutoff frequency had no
significant effect.
Hermes et al. (2009) repeated the same experi-

ment with recorded sounds of sheets of paper gently
glided over each other back and forth. The experi-
ment used 3 fixed tempos and 3 pressures realized by
a fixed number of piled up paper sheets. Perceived
effort was significantly influenced by speed and pres-
sure, as well as by their interaction. Perceived speed
(freed from magnitude bias) was significantly influ-
enced by true pressure, but not by true speed. A
correlation with the acoustical descriptors of bright-
ness and sharpness revealed that higher brightness
generally increased estimated speed and decreased
estimated effort, while higher sharpness increased
estimated effort. Sharpness had no influence on
estimated speed.
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2.2.7. Hardness
Freed (1990) examined the perception of mallet
hardness. Participants listened to recordings of
metal cooking pans of 4 different sizes being struck
with 6 different percussion mallets (24 combinations
in total). The mallets of different materials were as-
signed to hardness categories: (1) metal, (2) wood,
(3) rubber, (4) cloth-covered wood, (5) felt, and (6)
felt-covered rubber. Participants rated perceived
mallet hardness on a continuous scale between 0
(soft) and 1 (hard). Results suggested a linear re-
lationship between hardness category and rating,
irrespective of pan size, i.e., descending perceived
hardness with ascending mallet number. According
to a multiple regression analysis, R2 = 72.5 % of
the variance could be explained through 4 acous-
tical descriptors: mean and slope of spectral level,
mean spectral centroid, and time-weighted average
(TWA) spectral centroid. Mean spectral centroid
alone led to R2 =56.1 %.

Giordano et al. (2010) asked listeners to estimate
the hardness of hammer and impacted plate for syn-
thesized sounds. For hammer hardness and plate
hardness individually, listeners had to identify the
stimulus with the harder hammer or plate in pair-
wise comparisons. In general, participants appeared
to give most weight to the most accurate acous-
tical information, despite the fact that the same
discrimination performance would have been able
by different weighting strategies. Participants were
better in discriminating object hardness than ham-
mer hardness.
In a second experiment, participants rated hard-
ness on a continuous scale. While naive listeners
performed equally well in both conditions (robust
Spearman correlation rs between 0.42 and 0.52),
those trained participants who already absolved the
first experiment achieved significantly higher per-
formance for object hardness (rs approx. 0.45 and
0.88, respectively); rs =0 means chance level, rs =1
means perfect performance. In the absence of feed-

back, participants seemed to focus on the most
salient information. Both information accuracy and
exploitability are therefore supposed to influence the
perceptual criteria.
Mallet hardness was also investigated by Lutfi

and Ching-Ju Liu 2007 based on synthesized sounds.
The task was to identify the impact with the softer
mallet within a pair of stimuli. According to multi-
ple regression analysis, the individual listeners used
different decision weights for frequency and decay to
make their judgments, independent of their actual
identification performance.
A follow-up study by Ching-Ju Liu and Lutfi

(2009) compared percussionists, non-percussionist
musicians, and non-musicians in a similar mallet
hardness discrimination task. While percussionists
performed only slightly better than the other groups,
all participants immediately improved if feedback
was provided after each trial, thus effectively equal-
izing the group differences.
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2.2.8. Impact position
Liu and Lutfi (2009) investigated the individual
differences between percussionists, non-percussion-
ist musicians, and non-musicians in discriminat-
ing between impact positions of struck membranes.
Within pairs of synthesized sounds of blocks, bars,
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plates, and membranes, participants had to identify
the one with the point of mallet contact closest to
the center of the object. All three groups exhibited a
high frequency of reverse labeling, which means that
they confused excitations at the edge with those in
the center. Providing feedback between trials led to
immediate dramatic improvement of performance
for all participants, additionally equalizing out the
small differences between groups.
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2.2.9. Point-shaped external damping
Lutfi and Liu 2007 asked listeners to identify the
damping of certain modes of a membrane, evoked
by light point-shaped damping in the center. Lis-
teners had to identify the damped membrane in
pairwise comparison with an undamped one. The
point-shaped damping was modeled by a reduced
amplitude in certain modes. Multiple regression
analysis showed that all participants relied mainly
on the highest frequency partial of the model, with
comparable sensitivity (d′ = 1.1 to 1.5) and only
small individual differences between participants. In
comparison to other studies, differences are assumed
to be less likely to appear, if the relevant information
is restricted only to a subset of partials.
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2.2.10. Size
Carello et al. (1998) asked participants to estimate
the length of wooden rods of 1.27 cm diameter by
just listening to the sound of them falling on the
floor. Linear regression of perceived length to actual
length showed a linear relationship with slope 0.44
and R2 = 0.95 for short rods (10 cm to 40 cm),
and slope 0.78 and R2 =0.95 for long rods (30 cm
to 120 cm); the pooled data resulted in 0.77 slope

and R2 =0.97. According to a multiple regression
analysis, the perceived length could be related to the
principal rotational inertia of the rods (R2 =0.97).

Tucker and Brown (2003) asked listeners to esti-
mate the size ratio between two plates by adjusting
a visual representation of both plates on a screen.
Stimuli were recordings of impacted physical plates
of 3 sizes. Listeners consistently underestimated
the size ratio of the plates. Gross errors were largely
confusions between medium and large plates; par-
ticipants performed better on metallic plates than
on plastic and wood.
Lutfi and Stoelinga (2010) computed hypothet-

ical Weber fractions ∆θ/θ of length and radius
of impacted bars, based on JNDs of the respec-
tive sound parameters, at a hypothetical sensi-
tivity d′ = 1. It must be noted that this does
not represent an ecologically valid scenario. They
included bars of different materials, sizes, and
shapes. For length, they obtained Weber fractions
between 0.0005 % and 0.0019 % (M = 0.0010 %,
SD = 0.0005 %). For radius, the Weber fraction
was estimated to lie between 0.28 % and 0.62 %
(M =0.38 %, SD =0.10 %).

Grassi et al. (2013) examined the ability of lis-
teners to identify the size of a ball by the sound
it makes when dropping on a plate. Physical solid
wooden balls of different diameter between 1 cm
and 5 cm were dropped by the experimenter on a
ceramic surface from variable height (3, 6 or 12 cm).
The balls produced multiple (at least one) rebounds.
Naive listeners without prior training were asked to
estimate the size of each dropping ball by adjusting
a 2D visual representation to scale on a computer
screen. Overall, a larger true size led to a signif-
icantly larger estimated size, while absolute sizes
were generally underestimated, especially smaller
ones. In addition, a greater height led to signifi-
cantly higher estimated size as well; however, the
analysis of effect sizes revealed a stronger influence
of true size than of dropping height. Participants
reported that they actually recognized that there
were different dropping heights. A linear regression
analysis (on a logarithmic scale) for each height
condition showed that estimated sizes were highly
correlated with true sizes (R2≥0.988). It was con-
cluded that the size information was mainly inferred
from spectral centroid and intensity; the fact that
both acoustical descriptors are also affected by the
dropping height, already predicts a confusion. Simi-
lar results had been reported from a previous study
(Grassi 2005).

The auditory perception of size and speed of
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rolling balls was investigated by Houben et al. in var-
ious experiments based on recorded sounds (Houben
et al. 1999; Houben et al. 2001; Houben et al. 2004;
Houben et al. 2005). In general, listeners were able
to correctly discriminate between ball sizes, indepen-
dent of rolling speed. The estimated speed, however,
was influenced by the size. This discrepancy was
explained through conflicting auditory cues when
discerning size and speed.
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2.2.11. Shape of rigid objects
Tucker and Brown (2003) asked listeners to iden-
tify the shape (circle, square, triangle) of impacted
physical plates based on sound recordings. Results
showed little correspondence between actual shape
and perceived shape (χ2(4) = 1.33). Perceived
shape, however, interacted with material: partic-
ipants often connected plastic with squares and
wood with circles (χ2(4)=26.01).

Zhang et al. (2017) synthesized sounds of falling
objects of three different shape attributes (“with
edge”, “with curved surface”, and “pointy”) bounc-
ing on a hard surface. Untrained listeners achieved
identification accuracies around 70 %.
Kunkler-Peck and Turvey (2000) performed ex-

periments with physical plates of variable shape
that were freely hanging in a frame, suspended with
fishing line, and occluded by an acoustically trans-
parent curtain. The plates were impacted by a steel
pendulum; listeners received no prior training.
In experiment 1, participants directly estimated the
absolute length and width of steel plates of identical
area (0.23 m2) and thickness (3.4 mm) but variable
aspect ratio (1 :1, 1.6 :1, and 3.6 :1) by adjusting
horizontal and vertical lines in front of the curtain.
In general, estimated length and width differed sig-
nificantly across the true values, except between
medium and long plates. Participants consistently
underestimated length and width, as well as the
ratios between two different true values. Estimated
values could be predicted from true values via linear
regression (R2(5)=0.98).
The same experiment was repeated with variable
material (steel, wood, and acrylic) while all other
parameters remained identical. While the overall
results showed a similar pattern of proper ordering
of dimensions, material significantly modulated the
perceptual measures of shape. In particular, per-
ceived dimensions of steel plates (M = 38.8 cm)
were significantly larger than those of wooden
plates (M = 26.4 cm), with acrylic in-between
(M = 34.1 cm). Overall root-mean-squared error
was 19.3 % and 16.3 % of the actual length and
width, respectively.

Another experiment by Kunkler-Peck and Turvey
(2000) examined discrimination between plates of
different shapes (circle, triangle, rectangle) but iden-
tical thickness and area. Participants were shown
replica of the plates as visual reference. Overall
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identification accuracy was 58.3 %; the main effect
of shape was significantly above chance. In a similar
experiment that varied also material (steel, wood,
acrylic) in addition to shape, participants reached a
comparable overall accuracy of 56.1 %, in addition
to almost perfect material identification.

Lakatos et al. (1997) tested listeners’ ability to dis-
criminate geometric shapes of bars with free bound-
ary conditions in a cross-modal matching task. 12
steel bars of 30 cm length and 16 wooden bars of
75 cm length (in different combinations of discrete
levels of width and thickness) were struck in the
center of the largest side; the recorded sounds were
used in a listening experiment. In case of steel,
widths were 4, 6, and 8 cm, and thicknesses were 1,
2, 3, and 4 cm. In case of wood, widths were 4.4,
5.5, 6.8, and 9.2 cm, and thicknesses were 1.2, 1.8,
2.7, and 4.4 cm. Participants were asked to match
the order of the visual representations of two bars’
cross sections to the order of each pair of auditory
stimuli. Materials were examined in two separate
experiments. Training was provided in such that
participants were able to strike 5 physical sample
bars whose exact dimensions differed from those in
the experiment. Overall classification performance
was generally better in case of a greater ratio be-
tween width and thickness.
For metal bars, only 5 of 60 participants had overall
accuracies below 75 %. Percent correct answers
were folded into the range between 50 % (chance)
and 100 %, with this range being interpreted as
dissimilarity score between 0 (identical) and 1 (very
different). A multi-dimensional scaling analysis ob-
tained two perceptual dimensions which theoretically
allow perfect discrimination between block-like and
plate-like bars with equal weighting of dimensions.
These could be moderately correlated to spectral
centroid and ratio between width and thickness. An
acoustical analysis indicated that the width/thick-
ness ratio is conveyed through frequency compo-
nents of torsional and transverse bending modes.
For wooden bars, 10 participants did not reach
75 % accuracy. A slightly lower overall performance
than for metal bars was attributed to the shorter
decay times or order 1/10, as well as to the lack
of transverse and torsional bending modes due to
orthotropy.
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2.2.12. Shape and volume of cavities
Rocchesso and Ottaviani (2001) asked listeners to
compare impulse responses of cubic volumes to
those of spherical volumes. For each pair of stim-
uli, participants decided if the cube was higher or
lower in pitch than the sphere. Even if the task did
not mention volumes at all, participants actually
matched the physical volumes of the pair of cavi-
ties. In a second experiment, participants matched
the pitch of an exponentially decaying sine wave
to the impulse response of a sphere. Their pitch
estimates followed a bimodal distribution around
the two lowest partials.

In a follow-up study, Rocchesso (2001) used pitch-
equalized (i.e., volume-matched) impulse responses
of spheres and cubes in a shape matching experi-
ment. As listeners are usually unfamiliar with raw
impulse responses, they were used in conjunction
with a snare drum pattern as sound source. Partici-
pants were able to freely train with labeled sounds
of cubes and spheres whose volumes differed from
those in the test. For each stimulus (2 shapes × 5
volumes corresponding to spheres of diameter 0.3,
0.5, 0.7, 0.9, and 1 m), participants were asked to
identify the shape. Overall classification was signifi-
cantly above chance for both shapes, reaching up
to 75 % accuracy for large cubes. Accuracies were
significantly higher for large than for small volumes;
below a diameter of 50 cm, classification was not sig-
nificantly different to chance. The best-performing
participant repeatedly achieved perfect classification
for large volumes, while accuracy dropped to 80 %
for the small ones.
The sounds were analyzed in terms of a correlogram,
i.e., a representation of sound as a function of time,
frequency, and periodicity, based on an auditory
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model of the ear. It was found that cubes exhibit
more than one vertical alignments of peaks, lead-
ing to the perception of more than one pitch. For
the sphere, the peaks follow a curved pattern that
is barely noticeable for small spheres, and which
confirms their poor classification.

References

Rocchesso, Davide (2001). “Acoustic Cues for 3-D
Shape Information”. In: International Conference
on Auditory Display (ICAD), pp. 175–180.

Rocchesso, Davide and L. Ottaviani (2001). “Can
one hear the volume of a shape?” In: IEEE Work-
shop on the Applications of Signal Processing
to Audio and Acoustics. NY, pp. 115–118. doi:
10.1109/ASPAA.2001.969556.

2.2.13. Distance
Fontana et al. (2002) examined the perception of
distance to a sound source inside a pipe of square
cross-section (0.45 m width and height) and 9.5 m
length. Both ends were modeled as total absorbers
whereas the sides had natural absorption properties.
While the source was located at the end of the pipe,
the listening point varied in 10 steps from 0.42 m
to the opposite end with a ratio of

√
2 between

successive distances. The resulting binaural impulse
responses were applied to a cowbell sound; the
dynamic range across distances was less than 6 dB.
In a magnitude estimation experiment without prior
training, listeners estimated the absolute value of
the first stimulus in m, and then evaluate all other
stimuli relative to it. Averages were subtracted from
the results to obtain a common logarithmic reference
scale. Perceived vs. true distance was predicted by a
linear model (on a logarithmic scale) with slope 0.61
and intercept of 0.46 m (R2 =0.76), inducing that
sound sources close to the listener were generally
overestimated. The perceived distance matched the
true distance at around 1.25 m.
A similar study was carried out by Fontana and

Rocchesso (2008) with a real PVC pipe of 10.2 m
length and 0.3 m diameter. Participants with their
head inside one end of the pipe listened to a speech
sample from a moving loudspeaker within the pipe
and estimated their distance to the sound source
in a magnitude estimation procedure without prior
training, similar to the previous study. The 6 dis-
crete distances doubled between levels from 0.3 m
to 9.75 m. The relation between perceived and true
distance was best described by a power function kφa

with a= 0.314 and k= 2.4 (R2 = 0.99). The esti-
mated distance matched the true distance at around
3.5 m. The average range of estimated distances
was about 3.3 m. This compression was attributed
to small intensity variations.
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2.2.14. Hollowness
Lutfi (2001) asked listeners to discriminate between
hollow and solid bars based on synthesized sounds.
Two different decision strategies were identified
among participants: (1) evaluating frequency and
decay (consistent with an analytic solution for hol-
lowness), and (2) giving predominant weight to
frequency.
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2.2.15. Boundary condition
Marquis-Favre and Faure (2008) synthesized sounds
radiated from a rectangular plate with variable
boundary conditions that were varied by a non-
dimensional translational (Kt )and rotational (Kr)
stiffness. The model supported the simulation of
the three extreme conditions free (small Kt and
Kr), simply-supported/hinged (large Kt, small Kr),
clamped (large Kt and Kr), and everything in-be-
tween. In a pairwise comparison task, participants
gave dissimilarity ratings. Multiple regression analy-
sis of the dissimilarity ratings led to a 2D perceptual
space; the two dimensions could be correlated to
(1) the pitch of the first mode in mel (r=−0.92)
and (2) Zwicker’s loudness in sone (r=0.97).
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2.2.16. Veracity: real vs. synthetic
Lutfi et al. (2005) used recordings of impacted ob-
jects as well as a low-parameter modal synthesis
model to evaluate the ability of listeners to discern
between real and synthesized sounds. The model
was tuned by ear via 4 physical parameters in or-
der to generate sounds that roughly matched the
recorded sounds. Participants listened to pairs of
sounds via loudspeakers in a large room and were
asked to identify the real recording. Neither profes-
sional musicians nor students performed significantly
better than chance. A similar experiment where
frequencies, decay times, and amplitudes of the
model were set to random values achieved 81.5 %
correct classification. The same experiment with
headphone presentation led to similar results. In a
source identification experiment, the same levels of
accuracy together with a similar pattern of errors
was achieved for real and synthesized sounds. In
addition, participants were unable to distinguish
between different levels of complexity of the modal
synthesis model. The authors conclude that a low-
parameter modal model is sufficient even for running
psychoacoustic experiments.
Traer et al. (2019) used a similar approach to

test if listeners were able to distinguish between real
recordings of rigid-body contact sounds and simu-
lations based on source–filter models using modal
synthesis. Their results showed that discrimination
between real and synthetic was not significantly
better from chance, even if crude simplifications
were applied to the model (transient without modes,
modes without transient).
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2.2.17. Summary
In summary, there are quite a lot of ambiguities
when it comes to the identification of physical pa-
rameters by sound alone. Some of these are espe-
cially interesting concerning auditory augmentation.
We cannot robustly discriminate between materials
of similar density. For material identification, we
tend to use pitch as our main source of informa-
tion. We are not capable of identifying the impact
position on membranes. We confuse the size and
height of dropping balls, as well as size and speed
of rolling balls. We are almost entirely unable to
discriminate between round, square, and triangular
plates of equal surface area. We cannot distinguish
real recordings of impact sounds from a very simple
modal synthesis.

Apart from this pessimistic view, we are actually
not completely ignorant to the physical information
that is encoded in sound. For size, shape, ma-
terial category, and hardness of solid objects, for
damping of membranes, as well as for volume and
shape of cavities, our absolute judgments actually
correlate to some extent with the physical reality.
We can almost perfectly discriminate between gross
density categories of materials (e.g., glass vs. plas-
tic), and even within density categories (e.g., glass
vs. aluminum) robust discrimination is possible via
information encoded in the frequency-dependent
damping law (viscoelastic vs. thermoelastic). After
a short adaptation period, material identification is
not even deteriorated through reverberation. Recog-
nition of user action (e.g., hitting or scratching)
and also object action (e.g., breaking or bouncing)
is near perfect. The absolute length and width of
rectangular plates is estimated with RMS error 19 %
and 16.3 %.
For plausible auditory augmentation, we need

to be pessimists and optimists at the same time.
On the one hand, our shortcomings in the abso-
lute identification of physical parameters result in a
multitude of alternative auditory feedbacks. At the
same time, we are able to (relatively) distinguish
between them, which ensures a high bandwidth for
encoding additional information in form of an audi-
tory display. On the other hand, we are still able to
perceive a large amount of the physical information.
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This makes it possible to map digital information to
physical parameters that can be perceived through
sound by the user, based on experience from the
everyday acoustic environment.

2.3. Perceptual resolution of
sound parameters

If a physical parameter such as density or size affects
the perceived sound, it must have an influence on
one or more sound parameters (e.g., frequencies or
decay times). Later, in Ch. 3, we will learn about
this relationship in detail. Here, in this chapter,
we will now review the perception of some selected
sound parameters which are important for percep-
tion of physical properties of impacted rigid objects.
Most interesting in this context is the just-notice-
able difference (JND) which quantifies the minimum
parameter difference that can be distinguished by
human listeners, and thus describes the perceptual
resolution.
According to a simple modal synthesis model as

used in many of the psychoacoustic experiments
reviewed above in Sec. 2.2 and described in detail in
Ch. 3, we assume that the sound of impacted rigid
objects is a sum of exponentially decaying sinusoids,
corresponding to the objects’ so-called modes. Each
individual mode is defined by the following sound
parameters: its starting amplitude, its frequency,
and its decay time. The mode with lowest frequency
corresponds to the object’s base frequency. In a
very simplified model, the modes are further filtered
by a low-pass filter that expresses the hardness of
object and impacting hammer, as well as by a high-
pass filter which represents the frequency-dependent
radiation efficiency of the object. The perception
of these sound parameters is discussed below.

2.3.1. Decay times
According to Lutfi and Stoelinga (2010), the JNDs
in decay time of exponentially decaying noise bursts
can be applied to impacted bars. A conversion of
the data by Schlauch et al. (2001) to a JND in time
constant τ yields

JND(∆τ) = 0.0177
(τ

s

)0.535
s (2.2)

for short decay times 0.002 s≤τ ≤0.02 s. τ speci-
fies the exponentially decaying envelope e−t/τ and
is assumed to be 1/5 of the signal duration. As
proposed by Lutfi and Stoelinga, a conversion of

data by Abel (1972) with the same assumption as
before yields

JND(∆τ) = 0.0356
(τ

s

)0.722
s (2.3)

for long time constants 0.02 s≤τ≤0.2 s. The whole
valid range between 2 ms and 200 ms (T60 between
0.014 s and 1.4 s) thus fits 45 JNDs.

Järveläinen and Tolonen (2001) measured JNDs
in decay times of synthesized plucked strings. Their
reported values of Weber fractions between 25 %
and 40 % support the validity of the above equations
which give 35 % at 20 ms duration.

2.3.2. Amplitudes
Jesteadt et al. (1977) measured JNDs in intensity
for pulsed sinusoids of 0.5 s duration. According to
Lutfi and Stoelinga (2010), these can be applied to
intensity discrimination of struck bars. A conversion
to differential thresholds in amplitude yields

JND(∆A) = 0.680 (A/A0)0.928 (2.4)

where A0 is the sensation level, i.e., the absolute
detection threshold, given in amplitude. In other
words, A/A0 is the amplitude relative to the sensa-
tion level. With this threshold of hearing being a
function of frequency (Robinson and Dadson 1956),
the JND is not entirely independent of frequency.
A plausible maximum range would be about 60 dB
which roughly equals the amplitude range of music
at 1 kHz (Fastl and Zwicker 2007, p. 17). This
range can be split into 17 JNDs.

2.3.3. Missing partials
Stoelinga and Lutfi (2008) used the modal synthe-
sis model of a rectangular, thin plate to evaluate
the sensitivity to missing partials. Stimuli were
constructed as a sum of exponentially decaying si-
nusoids, with the modal frequencies of an ideal,
simply-supported plate. Decay was set so that
f × τ(f) = 200, leading to a constant loss fac-
tor η=0.0016. By varying plate surface area and
aspect ratio, 9 conditions were created depending
on the number of partials (11, 16, 24) and on the
bandwidth (125 to 1125 Hz, 250 to 2250 Hz, 500
to 4500 Hz). The variable bandwidth can also be
interpreted as variable base frequency f1 at con-
stant bandwidth of fmax/f1 = 9 or 3.17 octaves.
The different numbers of partials lead to modal
densities between 11 and 24 modes per kHz (low
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f1), between 5.5 and 12 kHz−1 (medium f1), and
between 2.75 and 6 kHz−1 (high f1). Level was
roved to suppress a possible effect of level differ-
ences. In a headphone experiment, highly practiced
listeners were asked to detect the stimulus with a
missing partial within pairs of stimuli (with feed-
back). The missing partial was randomly selected
for each trial. On average, independent of base
frequency, sensitivity d′ was high (between 2 and
8) within the first 3, 4, or 6 partials, for 11, 16,
or 24 total partials, respectively. Missing higher
partials were rarely detected (d′<2). An auditory
model including spectral masking was able to make
reasonable predictions of the sensitivity and thus of
the modes that are best detected if missing.
These results cannot easily be transformed into

a simple expression of JND. However, it shows that
at least within the lowest 6 partials, a missing one
can be easily detected by listeners.

2.3.4. Base frequency
Wier et al. (1977) measured JNDs in frequency
for pulsed sinusoids of 0.5 s duration. Lutfi and
Stoelinga (2010) suggested that these can be read-
ily applied to frequency discrimination of struck
bars. For moderate sensation levels of 40 dB sound
pressure level (SPL), it was shown that

JND(∆f) = 100.026
√
f/Hz−0.533Hz (2.5)

is valid in a frequency range between 0.2 kHz and
8 kHz which usually suffices for most rigid objects
in our everyday acoustic environment. Note that
this JND describes the minimum absolute frequency
difference that is needed to identify the sign of the
frequency difference between two sinusoids. The
whole valid frequency range of the above equation
fits 1452 JNDs.
Hedwig E. Gockel et al. (2007) showed that the

discrimination of fundamental frequency f1 of com-
plex tones depends on the signal duration as well
as the number of partials. In particular, the mea-
sured JNDs increased with decreasing duration; this
effect, however, decreased with growing number of
partials. The dominant region for pitch discrimina-
tion is thus shifted upwards to a frequency region
with better frequency separation. A later study
(Hedwig E Gockel et al. 2010) confirmed that the
presence of partials effects discrimination of base
frequency only at short durations (here 50 ms in
comparison to 200 ms).

2.3.5. Frequency ratios / intervals
If the resonant frequencies are far enough apart
from each other (about 10 % according to Thurlow
and Bernstein 1957), they are heard as individual
pitches; their frequency ratios (intervals) contains in-
formation about the object’s shape, e.g., the aspect
ratio of a rectangular plate. Fantini and Viemeister
(1987) measured the threshold in discrimination of
frequency ratio of two-tone complex tones. For pairs
of stimuli, participants were asked to identify the
stimulus with the larger interval, whereas both com-
plexes differed in average frequency. Frequencies
were between 400 and 600 Hz, and the base fre-
quency ratio equaled 1.25. For the two participants,
the obtained JNDs were 1.65 % and 0.83 %, leading
to an average of 1.24 % of the base frequency ratio.
One octave, i.e., a frequency ratio between 1 and
2, thus holds about 57 JNDs.

2.3.6. Modal density
An even stronger cue for the aspect ratio, however,
might be the modal density DM which is defined
as the total number of partials divided by the fre-
quency difference between highest and lowest partial.
Stoelinga and Lutfi (2011) found that the JND in
modal density is about ∆DM =0.3DM for low to
moderate levels of DM . The JND did not differ
significantly neither over various bandwidths of an
additionally applied band-pass filter, nor over dif-
ferent center frequencies of the tone complex. A
plausible absolute maximum range of DM would
be approximately between 0.001 (1 mode per kHz)
and 0.1 (1 mode each 10 Hz). This range fits 18
JNDs.

2.3.7. Upper cutoff frequency /
low-pass filtering

At high frequencies, the modal density is usually
high enough to assume a dense and rather flat spec-
trum. In this case, we assume that the principles of
perception of low-pass filtered noise can be trans-
ferred to the perception of impact sounds, at least
at low damping.

Pickett et al. (1965) measured the JND in cutoff
frequency fc of a low-pass filter on broad-band
random noise at different base cutoff frequencies
(250, 500, 1000, 1500, and 2000 Hz). At each
base cutoff frequency, the JND in fc was measured.
For normal-hearing listeners, the JNDs given as
Weber fractions (∆fc/fc) equaled 12 % at 250 Hz
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and between 3 % and 5 % above. Unfortunately,
there is no information on the type of filter that
had been used.

A similar experiment was carried out by Campbell
(1994) based on complex tones with 200 Hz base
frequency and 25 harmonics of alternating phase
(0◦/90◦). Stimuli had rise- and fall-times of 50 ms
and 25 ms, respectively. Two base cutoff frequen-
cies (1.2 and 2.4 kHz) and two filter orders (1 and
4, or −6 and −24 dB per octave) were examined.
Independent of base cutoff frequency, JNDs were ap-
proximately 25 % for 1st order and 4 % for 4th-order
low-pass filters. A 1st-order low-pass filter varied
between 100 Hz and 10 kHz thus fits 18 JNDs. In
case of a 4th-order low-pass filter, it extends to 100
JNDs.

2.3.8. Lower cutoff frequency /
high-pass filtering

Low frequencies are generally poorly radiated by
rigid objects, compared to high frequencies, de-
pending on the individual physical parameters. The
radiation efficiency can be roughly approximated
by a high-pass filter. Contrary to the upper cutoff
frequency (Sec. 2.3.7), we cannot assume that the
modal density in this range suffices to transfer the
results of filtered noise: depending on the object’s
cutoff frequency, only a few, or even only the base
frequency, may be attenuated.
Some information might, however, be in-

ferred from the perceptibility of missing partials
(Sec. 2.3.3). A perfect high-pass filter basically
eliminates the lowest partials. The sensitivity in
detecting that one of the lowest partials is missing
is high (around 8). In case of a high-pass filter of
low order, the lowest partials are not missing, but
just decreased in sound level. With the strong per-
ceptual separation between the lowest partials, such
high-pass filtering is thus assumed to be mainly
perceived as level differences between individual
partials.

2.3.9. Summary
The perceptual resolution of sound parameters
which encode physical information of impacted solid
objects is quite different among parameters. While
differences in base frequency can be discriminated
with exceptional precision (about 1500 JNDs within
the whole parameter range), others such as ampli-
tude, modal density, and low-pass filtering fit only
about 18 levels of JNDs. With moderate precision,

we can discriminate decay factors (45 JNDs) and
frequency ratios (57 JNDs). This information is
useless until we know how exactly these sound pa-
rameters map to the physical parameters of physical
objects. This will be discussed in detail in Ch. 3.
The next section (Sec. 2.4) reviews literature on
robotic perception of physical properties, where this
relationship is exploited to automatically identify
physical objects by sound.
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2.4. Robotic auditory
perception of physical
parameters

Making sense of sound is not a unique feature of
living beings. Even computers can do it. For speech
there is not much to say: every mobile phone does
it; however, the prevailing approach for retrieving
information from sound recordings is to compare
them to a massive dataset. These methods offer
great possibilities, but ignore the fact that many
information can also be extracted by applying math-
ematical models of the physical sound, especially

for such well-defined sounds as those from impacted
rigid objects. Some research that targets the au-
tomated perception of material, shape, and user
action is summarized below.

2.4.1. Material
Robotic perception of material by sound can be
useful for numerous potential applications. Based
on the groundbreaking work of Krotkov (1995), we
will now briefly outline some major use cases.
Grasping. Humans integrate acoustic information
when performing grasping operations, as has been
shown by Sedda et al. (2011), so robots might ben-
efit from that too.
Non-destructive evaluation and inspection. Instru-
ment makers select wood based on acoustic inspec-
tion through percussion (e.g., Aramaki et al. 2007).
In industry, it is common practice to perform quality
control by acoustic measurements (e.g., Muravyev
et al. 2013). This task is already an integral part
of many modern manufacturing processes.
Reasoning about functionality. In addition to other
senses such as vision, acoustic information permits
deeper reasoning. It may, for example, reveal that
a hard-heeled shoe could substitute for a hammer,
even though their visual appearances differ.
Handling and recycling of waste. There exist al-
ready waste bins which detect their level by means
of acoustic measurements (Zhao et al. 2017). And
also automatic waste sorting benefits from acoustic
analysis in addition to established visual or manual
inspection (Huang and Pretz 2009; Lu et al. 2020).
Excavating and drilling. Construction workers must
adapt to different materials and hidden obstacles
such as piping, cabling, rocks, or roots of trees.
Acoustical probing of obstacles may facilitate the
selection of proper actions.
Traversing natural terrain. We constantly adapt
our walking style depending on the auditory feed-
back from our feet (Marchal et al. 2013). Acoustic
probing might help even robots to evaluate the
trafficability of treacherous terrains.
Many physical properties such as temperature

can be estimated directly via contact sensing. In
some cases, however, a direct measurement of the
physical parameter is not possible. For example, the
mass and sliding friction of an object may be esti-
mated by a “whack and watch” approach (Krotkov
1995) where the object is hit while mass and friction
are derived from the visually measured movement
and the corresponding kinetic equations. The “step
and feel” approach measures the displacement of
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the ground in response to a constant force. For
solid objects, we usually perform the “hit and lis-
ten” approach to derive information on an object’s
material and inner structure that is hidden below
its visible surface.

For “hit and listen”, Krotkov (1995) distinguishes
between fixed-shape objects where information on
spatial dimensions is already given, e.g., through
visual inspection, and variable-shape objects where
spatial dimensions are unknown, leading to a con-
found between material and spatial dimensions due
to ambiguities in sound and thus causal uncertainty
(Ballas and Sliwinski 1986). In a follow-up study,
Krotkov et al. (1996; 1997) fitted quadratic func-
tions to measured frequency-dependent loss factors
in order to distinguish between aluminum, brass,
glass, wood, and plastic, independently of the ob-
ject’s variable shape (rods of 2 different lengths).
Only for brass, a significant difference in the loss
factor functions was found between the two lengths,
basically due to only one measurable mode for the
short rod.
An early attempt of recovering material proper-

ties from the sound of impacted solid objects was
made by Wildes and Richards (1988). They derived
how material categories such as rubber, wood, glass,
and steel can be discriminated based on a measured
decay factor. Krotkov (1995) experimentally vali-
dated this approach through measured decay rates
of individual partials.

Zhang et al. (2017) used an analysis-by-synthesis
approach based on the Metropolis–Hastings algo-
rithm (Hastings 1970). The parameters of a physical
model are estimated so that its sound matches a
recording as good as possible. The model covers
different sorts of objects falling on a hard surface,
specified by 8 physical parameters: shape (cube,
torus, tetrahedron, etc.), specific modulus E/ρ, ini-
tial height, rotation axis and rotation angle, as well
as Rayleigh damping factors αRD andβRD. While
shape and specific modulus included discrete classes
(14 and 10, respectively), the other parameters were
varied continuously. In case of unsupervised learning,
the initial guess of the specific modulus started at
approximately chance performance (10 % accuracy),
but converged to 56 % after 80 Markov chain Monte
Carlo (MCMC) iterations. The mean squared error
(MSE) of αRD decreased significantly with increas-
ing iterations, while no improvement was found for
the MSE of βRD. With higher amount of supervi-
sion, classification accuracies generally improved up
to near perfect performance with fully supervised
learning. In the same classification task, untrained

humans generally achieved accuracies similar to the
unsupervised algorithm after 10 to 30 iterations (see
also Sec. 2.2). Both humans and algorithm occa-
sionally confused steel with ceramic and ceramic
with polystyrene due to the similar damping and
specific modulus.
Tucker and Brown (2003) implemented a real-

time capable model for material classification based
on decay rates by using an auditory model. Within
overlapping signal frames, Hilbert envelopes were
taken for each band of a gammatone filterbank.
For channels containing significant acoustic compo-
nents, decay rates were estimated. Per-frame me-
dian decay rates were averaged (weighted by frame
energy) to form a scalar value for material classifi-
cation. The model achieved a good match with the
experimental data by human listeners (R2 = 0.69,
see also Sec. 2.2.1) when distinguishing between
materials (metal, plastic, and wood) of plates of
different sizes.2 In an application on transient sonar
sounds, the same model achieved a true positive
rate of 70 % with no false positives.
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2.4.2. Shape
Zhang et al. (2017) synthesized sounds of falling ob-
jects of three different shape attributes (“with edge”,
“with curved surface”, and “pointy”) bouncing on
a hard surface. An unsupervised analysis-by-syn-
thesis approach based on the Metropolis–Hastings
algorithm was applied (Hastings 1970). Starting at

approximately chance performance (8 %), after 80
iterations, it achieved between 54 % (unsupervised)
and 62 % (weakly supervised). With fully supervised
learning, accuracy was almost perfect.
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2.4.3. Action
Alonso-Martín et al. (2017) discriminated between
4 types of human touches (stroke, tap, slap, tickle)
on a rigid surface based on acoustic sensing through
a contact microphone. They recorded a total of
1981 human touches from 25 different users, which
was split into a training set (70 %) and a testing
set 30 %). A total of 126 different machine learning
classifiers working on pre-computed acoustical de-
scriptors were compared on the same dataset. The
best performance was obtained by a logistic model
trees (LMT) classifier which achieved 82 % correct
classifications. This accuracy seems incredibly low
compared to the near perfect classification by hu-
mans (see also Sec. 2.2.2); however, no listening
test has been performed with the exact same types
of actions.
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2.4.4. Summary
When trying to make use of auditory augmenta-
tions, we are mainly using the “hit and listen” ap-
proach of auditory knowledge-making—at least for
strict-sense auditory augmentations of solid objects.
Algorithms for robotic perception help us to better
understand how physical parameters are estimated
on the basis of perceived sound parameters. There
are two main types of such algorithms, both utilizing
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acoustical descriptors of a recorded sound. Model-
based robotic perception algorithms derive physical
parameters from sound parameters through a model
that seeks to describe this relationship. It can be re-
garded as the inverse of physical modeling for sound
synthesis. Data-based robotic perception algorithms
compare the extracted features of a sound with a
large dataset by applying machine learning tech-
niques. Knowledge of the underlying mechanism
is not necessary in this case. It seems that most
research focuses on data-based methods due to their
general applicability and superior results. The dis-
cussed model-based algorithms, however, are not
making use of their full potential. They mainly in-
corporate quite rough statistical measures of sound,
without making use of the sound parameters dis-
cussed in Sec. 2.3. We argue that more detailed
models of the underlying physical processes may
lead to significant improvements. This hypothesis
is tested in Sec. 5.1.

2.5. Multisensory feedback and
the integration of auditory,
visual, and haptic
information

We usually merge the information from various sen-
sory modalities such as sound, vision, and haptics.
In the scope of this document we refer to hap-
tics as an umbrella term that actually includes all
sorts of haptic, kinesthetic, cutaneous, tactile, and
force feedback sensation. According to McGee et al.
(2001), the information from different senses can
be integrated in three different ways, each with the
potential to affect perception and the resulting in-
teraction.
In case of conflicting information from multiple
modalities, the resulting multisensory perception
may be distorted, completely lost, or changed in
some rather unpredictable way.
In case of redundant, i.e., identical information from
multiple modalities, only one modality might actu-
ally be processed, depending on personal ability,
preference, or the nature of the task. Alternatively,
the mental representation of the information may
be increased by the congruent information, which
may lead to increased confidence or reliability.
If the information from different senses is comple-
mentary, the combined information might be more
than just the sum of the individual parts. It may

increase the quality or quantity of information in a
way that is not possible with either of the unisensory
percepts alone.

In the following, we review literature on multisen-
sory perception of physical parameters, with a focus
on auditory feedback from interaction with rigid
objects. Only sensor combinations including sound
are covered, i.e., auditory-haptic, auditory-visual,
and auditory-visual-haptic perception.

2.5.1. Latency and temporal resolution
Yang and Yeh (2014) showed that auditory cues
facilitate a visual detection only in case of spatial
congruency between the auditory and visual stimu-
lus. Participants were asked to react on a visual cue
by pressing a button under 3 conditions: with no
sound, with spatially congruent sound (loudspeaker),
and with spatially incongruent sound (headphones).
The addition of auditory cues to visual presentation
led to significantly lower reaction times only in case
of spatially congruent presentation.
Götzen and Rocchesso (2007) examined the

speed/accuracy trade-off in an auditory tuning task
with the metaphor of a glissando performed by a
violin player following a certain tempo. Participants
had to reproduce a certain glissando by controlling
a variable sine tone via their hand position under
different conditions of frequency interval and glis-
sando rate. Prior to each trial, the start and end
frequency was displayed as tones of constant fre-
quency, as well as the whole glissando. Collected
movement data was analyzed with respect to theory
of human target acquisition based on Fitt’s law and
Schmidt’s law. In the ISO standard version of Fitt’s
law, the movement time MT is derived from the
distance D of a movement between start and target
and from the target width W via

MT = a+ b log
(
D

W
+ 1
)

(2.6)

with regression coefficients a and b. The other
way around, Schmidt’s law predicts the standard
deviation in endpoint coordinates We as a function
of velocity, i.e., distance D over time MT :

We = a+ b
D

MT (2.7)

Results indicated two different behaviors. At high
speed, participants tended to stop the glissando
before reaching the target due to the temporal con-
straint. At low speed, they tended to stop after
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reaching the target. In addition, measured standard
deviations actually decreased with increasing speed.
The absolute frequency range had no significant
influence on the results. While Schmidt’s law was
derived mainly based on visual feedback, the results
indicate that it doesn’t hold for auditory feedback
where the exact opposite was found: higher speed
actually led to higher accuracy.

Perceptual synchrony between auditory and hap-
tic feedback was examined by Adelstein et al. (2003)
with the true haptic feedback of a reflex hammer,
but synthesized auditory feedback at variable latency.
Auditory feedback mimicked a struck wooden idio-
phone with 1 ms attack and variable decay between
1 and 200 ms, and was presented via headphones to-
gether with pink noise masking the original auditory
feedback. In an adaptive procedure, participants
were asked to identify the stimulus with lower la-
tency between auditory and haptic feedback, while
one stimulus had only the system’s baseline latency,
and the other included variable additional latency.
Based on the individual participants’ results, psycho-
metric functions were fitted, allowing the computa-
tion of the point of subjective simultaneity (PSS)
and the JND. Pooled over participants, the JND
was 24.2 ms, while the PSS was not significantly
different from zero. The decay time of auditory
feedback had no significant influence on the results.
It must be noted that the given system latency of
7 ms was already larger than the latency of the true
physical auditory feedback (sound travels 1 m in only
3 ms) and thus allowed no negative latency which
would have been necessary for a measurement of the
PSS. Individual participants’ JNDs reached down
to 5 ms and 75 % thresholds of 8 ms. The authors
infer that auditory-haptic latency perception might
be more sensitive than unisensory tactile temporal
separation (10 ms to 30 ms).

Which kind of sensory feedback is more important
for musicians trying to play along a metronome? Au-
ditory or the tactile? This question was investigated
by Dahl and Bresin (2001). Musically trained par-
ticipants used an electronic percussion instrument
(Max Mathews’ Radio Baton) with the task to syn-
chronize their strokes with a metronome running at
120 bpm, while the latency of the auditory feedback
was gradually increased every 15 ms. A linear re-
gression on the time difference between metronome
click and impact showed that participants effectively
counteracted the latency by a negative delay on their
impacts. In a follow-up experiment, a more precise
drum pad was used as interface. The standard devia-
tion of inter-onset intervals increased with increasing

latency. The authors suggest a possible threshold of
latency from where on participants had difficulties
in keeping a steady rhythm (between 40 ms and
55 ms). Below that threshold, they were not even
aware of the latency and their own adjustment to it.
The threshold was interpreted as the break point
where participants switched strategy from closed-
loop adjustment to their internal representation of
tempo, ignoring the auditory feedback.
DiFilippo and Pai (2000) explored perceptual

thresholds of auditory-haptic latency with the goal
to testify the potential of a novel auditory-haptic
interface. A pantograph haptic device was used in
conjunction with modal synthesis to render continu-
ous contact interactions. The interface simulated a
virtual wall, while participants were asked to decide
whether auditory feedback preceded the haptic feed-
back or vice versa. The latency between auditory
and haptic feedback was ±2 ms for one stimulus;
the other had no relative latency. The baseline sys-
tem latency equaled 0.5 ms. There were no distinct
visual cues; however, participants were not blind-
folded. The measured discrimination results were
not significantly different from chance. Sounds with
long decay were often perceived as preceding the
haptic stimulus, while sounds with short decay were
perceived as lagging the haptic stimulus.
Fujisaki and Nishida (2009) compared the tem-

poral resolution of synchrony perception across the
three different bimodal combinations of auditory,
haptic, and visual feedback. They found that this
resolution was similar for auditory-visual and vi-
sual-tactile (4 Hz for repetitive-pulse stimuli), but
significantly higher in case of auditory-tactile feed-
back (10 Hz). They used repetitive-pulse trains con-
structed from visual blobs on screen, auditory white
noise bursts, and tactile pulses at the index finger as
stimuli. For each stimulus, participants decided if
there was synchrony or asynchrony between sensory
modalities. In a follow-up experiment, participants
were judged if the stimuli from two sensory modal-
ities were simultaneous or not. The results were
similar to those in the synchrony/asynchrony exper-
iment, suggesting a superiority of auditory-tactile
temporal resolution with respect to auditory-visual
and visual-tactile perception.
Harrar and Harris (2008) measured the point of

subjective simultaneity (PSS) as well as JNDs in
relative latency for the three bimodal combinations
of audition, vision, and touch. After exposure to
an auditory-visual stimulus with sound lagging by
100 ms, the auditory-visual PSS shifted by 32 ms
resulting in a necessary visual precedence of −9 ms.
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The same effect was measured after exposure to a vi-
sual-tactile stimulus with touch leading by −100 ms,
inducing a shifted PSS by 30 ms, again resulting in
a necessary precedence of light. After exposure to
an auditory-tactile stimulus with sound lagging by
100 ms, the JND of latency between audition and
vision significantly decreased from 76 ms to 56 ms.
Other combinations had no significant effect on PSS
and JND. The authors argue for an adaptable mech-
anism of simultaneity constancy for auditory-visual
feedback. They suggest that “the neural correlates
of bimodal auditory-visual processing are re-syn-
chronized by a separate, more flexible simultaneity
constancy mechanism” than the visual-tactile or
auditory-tactile processing systems.
Jack et al. (2016) investigated the effect of au-

ditory latency on the perceived quality of musical
instruments, as well as on performer interaction (see
also Jack et al. 2018). Musically-trained participants
improvised on an electronic percussion instrument
with variable latency, based on the Bela platform
(McPherson and Zappi 2015). In a first experi-
ment, participants made relative quality estimations
in pairwise comparisons, where one condition was
the reference with zero latency, the other had an
additional latency of either 10 ms, 20 ms, or 10 ms
with ±3 ms jitter. Average quality judgments were
significantly higher for 10 ms (low latency) than for
20 ms (high latency). Perceptual quality at jittered
low latency was not significantly different to high la-
tency, suggesting that jitter has as much a negative
influence on perceived quality as constant latency.
In a second experiment, participants were asked to
synchronize to a metronome beat as well as to freely
improvise to a backing track. For each strike, the
synchronization error, i.e., the strike onset relative
to the metronome onset, was measured. Overall,
mean synchronization error did not change signifi-
cantly with variable latency. Furthermore, contrary
to the observations by Dahl and Bresin (2001), par-
ticipants continued to sync with tactile feedback
rather than adjusting to the latency of sound. This
may be attributed to the relatively small range of
latency used in this study. The authors argue that
digital musical instruments should aim for a latency
of 10 ms or less with ±1 ms jitter, in accordance
with Wessel and Wright (2002).

Levitin et al. (2000) evaluated auditory-visual and
auditory-tactile simultaneity by using an electronic
percussion instrument based on Max Mathew’s Ra-
dio Baton. The two different bimodal conditions
were tested simultaneously, with one blindfolded
participant actively striking (auditory-tactile), and

another participant passively observing through a
glass window. In both conditions, sound was pre-
sented via headphones with variable latency. For
each trial, participants were asked if the two sensory
modalities were synchronous or asynchronous, to-
gether with a confidence rating. On average, actors
detected auditory-tactile asynchrony at −25 and
42 ms (75 % threshold), while observers detected
auditory-visual asynchrony at −41 and 45 ms, with
a point of subjective synchrony roughly around zero.
The authors infer that the small simultaneity thresh-
olds compared to previous studies are attributed to
the greater ecological validity.
Mäki-Patola and Hämäläinen (2004) examined

the effect of auditory latency on the playing of
continuous sound instruments, represented by a
conventional and a virtual reality theremin. In both
conditions, participants performed a pitch matching
task followed by the challenge to play along a given
melody. Both tasks included prior training without
additional latency, while the actual test was done
at different levels of additional latency. On average,
the time that participants needed to match a given
pitch increased by factor 5 of the introduced latency,
suggesting an accumulating feedback latency over
the whole task. When playing along the sample
melody, a latency up to 120 ms had no significant
effect on timing errors (average increase of less than
20 %), while at larger latencies, errors increased up
to 80 % at a latency of 240 ms.
Altinsoy (2012) provide extensive guidelines for

high-quality auditory-tactile virtual environments.
They suggest auditory-tactile asynchrony to be be-
low 10 ms, and a point of subjective simultaneity
(PSS) at an audio delay of 8 ms.

Summing up, the literature agrees on the fact
that the latency between an action and its result-
ing sound is imperceptible at 10 ms or less with a
maximum tolerable jitter of 1 ms. It must be noted
that we are accustomed to perceive a certain de-
lay between haptic and auditory feedback. This
point of subjective simultaneity between auditory
and haptic stimuli is about 8 ms. Due to sound
playback via headphones, we would expect a value
around 2 ms to compensate the skipped latency of
sound propagation; however, the measured PSS is
largely exceeding it. In order to accomplish the low
round-trip latency that is necessary for plausible au-
ditory augmentation systems, specialized tools are
necessary: either strong computers with expensive
professional audio interfaces or embedded systems
such as the Bela platform (McPherson et al. 2016).
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2.5.2. Auditory-haptic feedback
According to Papetti (2013), auditory and haptic
feedback is especially important in human–computer
interaction. The feedback path informing about
the machine’s state, however, is still defective in
many nowadays human–machine interfaces. The
lack of proper auditory-haptic feedback often leads
to a broken interaction loop. Papetti argues that
auditory and haptic feedback are tightly coupled
due to their common physical nature: mechanical
vibrations. Applications might even already benefit
from a haptic feedback that is driven by the exact
same signal as the auditory feedback. In general, the
combination of auditory and haptic feedback leads
to an increased response as compared to unisensory
auditory or haptic feedback alone. This section
summarizes the effects of sensory integration and
interaction between both sensory modalities, with a
focus on the perception of physical properties.

2.5.2.1. Influence on walking style

Bresin et al. (2010) equipped participants with shoes
that captured foot pressure and played back synthe-
sized footstep sounds based on a real-time sound
synthesis model. If the sound exhibited higher spec-
tral centroid (e.g., when simulating iced snow), walk-
ers used a more active walking style, i.e., faster pace,
than when playing sounds with low spectral cen-
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troid (e.g., simulating muddy ground). Moreover,
harder texture sounds led to a more aggressive walk-
ing style than softer sounds. They concluded that
there exist sounds that bring people to walk faster,
independently of their emotional intention.

Papetti and Fontana (2012) used a similar system
with the capability of additional auditory as well as
tactile cues. They showed that illusory tactile cues
can be induced by low-frequency auditory cues. In
addition, they were able to manipulate participants’
gait cycle by means of auditory augmentation.

Turchet and Bresin (2015) asked participants to
walk in 5 different walking styles (sad, happy, tender,
aggressive, neutral) on a sonically augmented floor
which simulated 4 different ground materials (metal,
wood, gravel, snow). In general, participants used
different speed and impact force for each emotion,
independent from the simulated surface material.
The neutral walking style was characterized by aver-
age values of speed and impact force. Participants
had different strategies to cope with the sound,
mainly due to a different degree of involvement
in the simulation. Some participants tried to ig-
nore the sound to prevent themselves from being
manipulated, while others overacted to it.
Maculewicz et al. (2015) showed that not only

footstep sounds but also soundscapes have an effect
on the preferred walking pace on an aerobic stepper.
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2.5.2.2. Material category

Turchet et al. (2010) used simulated auditory and
haptic feedback, realized with augmented shoes, to
examine the effect of congruent and incongruent au-
ditory-haptic cues on the perceived ground material
while walking. Actual materials consisted of wood,
metal, gravel, and snow, while the participants’ free
identifications were gathered in groups of solid, ag-
gregate, liquid, and unknown material. Independent
of the haptic stimulus, wood and metal were mainly
identified as solid material (almost never as compos-
ite), gravel and snow were never identified as solid,
but almost uniquely as aggregate. The authors infer
a perceptual dominance of audition over haptics for
ground material identification while walking. Per-
centages of perceptual dominance were derived to
lie between 60 % (auditory metal, haptic snow) and
100 % (auditory gravel, haptic wood).

Nordahl et al. (2011) examined how the context
(in form of a soundscape) modulates the perceived
material of the floor. In a first experiment, 13 differ-
ent surfaces (e.g., sand, gravel, snow, leaves, wood,
metal) were simulated by real-time sound synthe-
sis controlled via contact microphones attached to
a medium-density fiberboard (MDF) plate. Par-
ticipants walked on the plate and were asked to
identify the ground material from a list containing
the 13 stimuli as well as “don’t know”. Recogni-
tion rates were generally high for materials such as
snow, creaking wood, gravel, and metal, and low for
surfaces such as pebbles, grass, and non-creaking
wood. High perceptual similarity appeared together
with strong physical similarities, e.g., between wood
and concrete or dry leaves and forest underbrush.
In a second experiment by Nordahl et al., ground
materials were presented in combination with dif-
ferent soundscapes. Especially for those ground
materials that were barely recognized, the addition
of a congruent soundscape led to higher recogni-
tion rates. In case of incongruent soundscapes,
responses divided between correct identification of
the material and a plausible compromise in accor-
dance with the soundscape (e.g., underbrush at a
ski slope interpreted as frozen snow).

Pra et al. (2020) recorded the auditory and hap-
tic feedback of a ping-pong ball bouncing on a
plate made of wood, plastic, and metal. Haptic
feedback was recorded with an accelerometer and
played back with a structure-borne exciter through
a suspended glass plate that participants of the
experiment had to touch from underneath. Audi-
tory feedback was recorded with a microphone and
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displayed via headphones. Under different sensory
conditions (unisensory auditory, unisensory haptic,
and bimodal auditory-haptic), blindfolded partic-
ipants had to identify the material of the plate
(wood, plastic, or metal). Participants received
prior training with the original full-modal materials
and physical interaction with the pin-pong ball. In
general, unisensory auditory feedback achieved sig-
nificantly higher recognition rates than unisensory
haptic feedback, independent of material. Similarly,
bimodal feedback led to significantly better identifi-
cation than auditory feedback for wood and plastic,
but not for metal. The bimodal presentation, how-
ever, didn’t achieve the almost perfect identification
rates of a control group that performed the same
experiment with the original physical materials. The
results suggest that auditory feedback dominates
the perception of material in case of stimuli caused
by an impact. The same experiment was repeated
with incongruent combinations of auditory and hap-
tic feedback. In this case, identifications were still
dominated by auditory feedback, but biased towards
the material of the haptic stimulus. Pra et al. argue
that tactile feedback becomes more important in
case of incongruent sensory information.
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2.5.2.3. Material properties

Kjøer et al. (2007) and Serafin et al. (2007) inves-
tigated the influence of auditory and haptic cues
on the perception of surface roughness by using a
Phantom Omni haptic device in conjunction with

real-time sound synthesis for rubbing and tapping
sounds. Results showed that auditory feedback
improved accuracy in roughness estimation. Fur-
thermore, auditory cues were able to alter perceived
roughness in case of constant haptic roughness. The
effect of auditory cues diminished if participants re-
ceived prior training with haptic cues only.
McGee et al. (2002) examined the effect of con-

flicting, redundant, and complementary information
from auditory and haptic cues on the perception
of surface roughness (see also McGee et al. 2001).
Haptic cues were displayed by means of a Phan-
tom force-feedback device simulating a sine-shaped
rigid wall; auditory cues were MIDI3 notes triggered
near the peak of every bump. The experiment was
performed under 3 conditions: unisensory haptic,
multisensory congruent, and multisensory incongru-
ent where the underlying spatial texture for auditory
feedback was 20 % finer (more auditory bumps)
than that for the haptic feedback. In each trial,
participants decided which of the two stimuli was
the rougher, with the option of equality between
both. On average, a higher haptic frequency led
to significantly higher perceived roughness, with no
significant difference between conditions. The like-
lihood that two haptically identical textures were
perceived as identical was significantly lower for the
multimodal conditions than for unisensory haptic
feedback. This effect was even stronger for in-
congruent in comparison to congruent multimodal
feedback. Furthermore, the likelihood that identical
haptic frequencies were judged as different was sig-
nificantly higher for multimodal than for unisensory
feedback. McGee et al. suggest that the addition
of auditory feedback is able to modulate perceived
haptic roughness.
Furfaro et al. (2013) detected finger tapping on

a wooden table through a contact microphone in
order to play different types of pre-recorded tap-
ping sounds via headphones (see also Furfaro et
al. 2015). Recorded sounds included tapping on a
cardboard box in three different levels of strength
(weak, medium, strong). The sound was presented
to blindfolded participants via headphones in combi-
nation with pink background noise in order to mask
the original auditory feedback. An additional vir-
tual condition without haptic feedback was realized
by using an accelerometer instead of a microphone
for onset detection of in-air tapping. In each com-
bination of haptic/virtual condition and auditory

3musical instrument digital interface (MIDI):
https://midi.org/
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tapping strength, participants were asked to tap at
constant rhythm (1 Hz) for 80 s. After each block,
participants had to fill out a large number of ques-
tionnaires on emotions that are rather irrelevant in
this context, but also a Likert-item on perceived sur-
face hardness. As expected, the perceived hardness
of the physical plate was significantly higher than
that of the virtual plate. In addition, the virtual
surface was perceived significantly harder for strong
auditory feedback than for weak auditory feedback.

Lederman (1979) let participants judge the rough-
ness of surface texture in a magnitude-estimation
task under three conditions: unisensory auditory,
unisensory haptic, and multisensory auditory-haptic.
The true roughness was controlled by the width
of grooves in a physical metal plate. In all three
conditions, an increase in true roughness led to
increased perceived roughness. Interestingly, esti-
mated roughness was almost identical in the haptic
and auditory-haptic conditions, while it was signifi-
cantly different in the unisensory auditory condition.
In particular, for small to moderate true roughness,
auditory judgments were significantly higher than
in the presence of haptic feedback, while for high
true roughness, estimations were almost identical
between all conditions. The results suggest that for
haptic properties, congruent but redundant informa-
tion from audition is simply ignored in the presence
of haptic cues. In the lack of haptic feedback,
however, auditory feedback is capable of predicting
haptic information to a large extent.

Fernström and Brazil (2004) simulated buttons on
a touchscreen device without visual feedback only by
the use of sound. An arrangement of buttons could
be explored by moving the fingers across the surface.
Auditory feedback for buttons was synthesized by a
simple friction model; boundaries were audible by an
impact model upon entry and exit of the active area
of a button. In informal evaluations, participants
were able to draw the correct button layout. The
authors suggest that auditory feedback allows users
to have a pseudo-haptic experience which supports
the development of a mental model of the button
layout.
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2.5.2.4. Surface texture

The fine structural details of surfaces are generally
referred to as texture, corresponding to a multidi-
mensional percept that includes information from
different sensory modalities such as audition, vi-
sion, and touch. Multisensory texture perception
has been thoroughly reviewed by Klatzky and Led-
erman (2010) (also Lederman and Klatzky 2004).
In general, texture perception seems to be mainly
driven by tactile sensations. While auditory cues
conveyed congruent information on surface texture
and led to similar roughness judgments as tactile
cues in case of unisensory perception, in presence of
both sensory modalities, participants usually relied
uniquely on tactile sensations.
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2.5.2.5. Subjective quality

Altinsoy and Altinsoy (2012) evaluated the effect of
auditory, haptic, and auditory-haptic feedback due
to knocking interaction on the subjective quality of
household appliances. A first experiment used only
auditory stimuli including recordings of impacted
washing machines and synthesized sounds of im-
pacted plates. Participants rated these based on a
semantic differential scale including 12 attributes
(overall quality, pleasant, solid, loud, high-frequency,
muffled, hard, rickety, lingering, strong, tonal, ex-
pressive). A higher overall quality was connected
to strong low frequencies and weak high frequen-
cies, sharp but quiet sounds instead of sharp and
loud sounds. Low perceived quality was connected
to very loud and very quiet sounds, or particularly
high levels in any other attribute. A factor analy-
sis revealed three combined factors that explained
79 % of the variance. They were labeled quality,
pleasantness, and solidity. Based on these results,
the authors developed a model that predicts the
quality index on the basis of a knocking stimulus via
acoustical descriptors such as sharpness, tonality,
loudness, and decay time. The model achieved a
Pearson correlation coefficient of 0.89 for predicting
subjective quality.
In a second experiment, blindfolded participants

themselves knocked on the sidewalls of the washing
machines either without (auditory-haptic) or with
noise-blocking headphones (haptic). In about half of
the stimuli, the sensory modality had no significant
effect on perceived overall quality. In some cases,
the subjective quality in the multisensory condition
equaled the average of the other conditions, in other
cases, it equaled the result of one dominant modality,
sometimes haptic, sometimes auditory.
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2.5.2.6. Summary

Auditory and haptic feedback generally originate
from the same underlying physical process: mechan-
ical vibration. Their perception is therefore tightly
connected. We rely on their combined information
in many contexts, e.g., if vision is occupied by other
tasks such as during walking. Our walking style is
therefore manipulated by sound parameters such as
spectral centroid or roughness of the auditory feed-
back, and even by the overall soundscape. In ground
material identification, there is even a perceptual
dominance of audition over haptics, between 60 %
and 100 %. In general, auditory feedback dominates
for impacts, whereas tactile feedback dominates in
case of incongruent sensory information.

Perception of surface texture or roughness is gen-
erally dominated by haptics (auditory feedback is
often even ignored in the presence of haptic feed-
back), but auditory feedback is capable of altering
the percept. It may even predict haptic properties
and thus serve as a substitute to create a pseudo-
haptic experience if no haptic feedback is present.

Estimations of the quality of products via knock-
ing can be predicted by auditory cues alone.

2.5.3. Auditory-visual feedback
2.5.3.1. Material category

Fujisaki et al. (2014) examined sensory integration
between vision and sound based on auditory-visual
stimuli constructed from computer-generated videos
in conjunction with recordings of real impact sounds.
Visual stimuli showed a human hand hitting a rigid
object with a stick; in 6 different variations of ob-
ject texture corresponding to glass, ceramics, metal,
stone, wood, and bark. Auditory stimuli were impact
sounds of real objects made of glass, ceramic, metal,
stone, wood, vegetable (pepper), plastic, and paper,
hit with a wooden mallet. Stimuli were extended
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by a blank visual and silent audio stimulus for au-
dio-only and video-only conditions, respectively. All
possible combinations of auditory and visual stimuli
were displayed to participants of the experiment.
Participants rated plausibility on a scale between
“cannot be thought of” and “can be thought of” for
each item in a list of 13 materials (the 8 already men-
tioned, extended by vinyl, cloth, clay, and leather).
Strong auditory-visual interactions in material cat-
egory perception were found. Some combinations
led to an auditory-induced change of the perceived
visual material category; e.g., visual glass and audi-
tory vegetable in combination perceived as plastic.
Other combinations led to a vision-induced change
of the perceived auditory material category; e.g.,
auditory wood and visual glass in combination per-
ceived as plastic. Multisensory material perception
could be predicted by a multiplicative model from
the unisensory results, indicating an AND-like sen-
sory integration of information from the two sensory
modalities. This model does not hold for implausible
combinations; in such cases, a regression analysis
indicated a stronger weight of auditory cues. This
dominance of audition is explained by experience
from everyday life that the true underlying material
may be visually hidden by a surface coating that
may be deceptive. Fujisaki et al. infer that the
multiplicative integration rule may be universal to
multisensory integration for categorical judgments.
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2.5.3.2. Veracity and plausibility

Bonneel et al. (2010) examined sensory interaction
between auditory and visual information on per-
ceived material properties of rigid-body objects in
virtual environments. Stimuli were combinations
of real-time renderings of two shapes (bunny and
dragon) and two materials (gold and plastic). Au-
ditory and visual stimuli were rendered with vari-
able level of detail (LOD). Visual LOD was con-
trolled in the spherical harmonics domain by adjust-
ing the number of coefficients used to render light
reflectance. Auditory LOD was controlled by the
number of rendered partials of a modal synthesis
model. Both approaches refer to a projection of a
scalar field into a set of functional bases and are

thus assumed to consistently provide a similar type
of reconstruction error. A stimulus consisted of a
sequence of the object falling and bouncing on a
rigid surface. In pairwise comparisons, gave simi-
larity ratings, while one stimulus was the reference
with highest possible LOD, the other stimulus varied
in auditory and/or visual LOD. Similarity ratings
were assumed to indirectly express the quality of
the rendering. The extreme values of LOD were
displayed to the participants prior the experiment to
define the range of the similarity scale. While higher
visual LOD and higher auditory LOD generally led
to higher similarity ratings, a statistical interaction
between vision and sound was found. The same
similarity could be achieved by high visual quality
and low auditory quality, as well as by the other way
around. The authors argue that high quality sound
is capable of counteracting a low visual quality and
vice versa.

Alaerts et al. (2009) used transcranial magnetic
stimulation (TMS) to measure participants’ re-
sponses of the primary motor cortex (M1) by means
of surface electromyogram (EMG). Participants
were confronted with unisensory auditory (A) or
visual (V) or multisensory (AV) stimuli (videos) of
simple hand actions while corticomotor excitability
in M1 was measured. Participants were asked to re-
produce the performed action simultaneously. The
6 different stimuli showed a hand crushing a plastic
bottle in A, V, and AV condition, two incongruent
versions (crushing video with the sound of floating
water, crushing sound with the video of foot inter-
action), as well as a silent white background video
as baseline condition. The response to TMS was
similar for the unisensory stimuli while their sum
equaled the response to the congruent AV stimulus.
The responses to the incongruent AV stimuli were
significantly lower than response to the congruent
AV stimulus. The authors argue for a shared modal-
ity-dependent action representation at the level of
the primary motor cortex. These representations
are assumed to be evoked more robustly in case of
congruent auditory and visual stimuli. Alaerts et al.
suggest that multisensory perception is a feature of
the mirror neuron system and applies not only to
speech perception but also to action perception in
general.
Bonebright (2012) examined the effect of visual

context on the perceived veracity of everyday sounds.
They recorded scenes of interaction with everyday
objects (including paper ripping, spoon dropping,
book shutting, etc.) as well as corresponding similar
sounds (e.g., balloon popping instead of book shut-

53

https://doi.org/10.1167/14.4.12
https://doi.org/10.1167/14.4.12


2. The psychophysics of auditory feedback: an annotated bibliography

ting) and contrasting sounds (e.g., ratchet turning
instead of spoon dropping). Similar and contrasting
combinations of video and audio were produced by
standard sound editing methods. For each stimulus,
participants were asked to freely identify the sound,
and to give a confidence rating as well as a rating
of the veracity of the sound. While participants
achieved almost perfect sound identification for the
actual sounds (95 % correct answers), contrasting
sounds were often wrong (61 %) and similar sounds
were almost never correctly identified (14 %). This
pattern could also be confirmed by the confidence
ratings. Participants were thus greatly influenced by
the visual action even if told to identify the sound
alone. Veracity ratings were significantly higher
for actual than for similar sounds and significantly
higher for similar than for contrasting sounds. This
was in conflict with the expectations that similar
sounds would be perceived as perfectly real as is
usually assumed in sound design for cinema.
Götzen et al. (2013) performed a similar experi-

ment with videos showing a man walking on differ-
ent ground materials (wooden pavement, concrete,
sand, gravel, grass). For each video, real, Foley,
and synthetic sounds were created. Real sounds
were recordings matching the individual ground ma-
terial, taken from the internet. Foley sounds were
recorded in a Foley pit by standard Foley techniques.
The synthetic sound was derived from the original
sound by using a linear prediction filter with 48
coefficients on a white noise input signal, in com-
bination with the envelope of the original sound.
Two kinds of environmental soundscapes (outdoor,
apartment) were added to compensate the cleanli-
ness of the synthesized and Foley sounds. In two
conditions (auditory, auditory-visual), naive partici-
pants were asked to describe shown action, as well
as to rate the amount of realism. In case of auditory
presentation, actions were generally better recog-
nized than materials; wood, concrete, and gravel
had better identification rates than grass and sand;
participants had difficulties in the recognition of
synthesized sounds. In case of bimodal auditory-vi-
sual presentation, realism was significantly higher
for real and Foley than for synthesized sound, and
higher for gravel, concrete, and wood than for sand
and grass.
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2.5.3.3. Influence on grasping actions

Castiello et al. (2010) examined the effect of con-
tact sounds on grasping interaction. Participants
were sitting in front of a 8 cm plastic sphere packed
in one of 4 materials (aluminum, paper, string,
wool) with the task to reach out to grasp it. Pre-
recorded contact sounds of the same objects were
played either before (at start of the trial) or fol-
lowing the reaching-to-grasp movement (triggered
at a certain distance before actual grasping). Par-
ticipants’ grasping behavior was measured under
3 conditions: (1) congruent, i.e., matching audi-
tory and visual cues, (2) incongruent, i.e., with the
sound of a different material, and (3) control, with
an unrelated synthetic sound. Reaction time, move-
ment duration, and grip closing time were shorter
for congruent information compared to the control
condition, and longer in case of incongruent infor-
mation. Congruent information thus facilitated the
task while incongruent information led to sensory
interference. In a second experiment, the upper and
lower parts of the stimulus objects were covered
with different materials, and the presented sound
was always congruent to one of the two materials.
In result, participants consistently (in 84 % of the
trials) grasped the object at the material that was
congruent to the sound. The results support the as-
sumption that contact sounds are tightly integrated
in the feedback loop of the planning system, as
they provide critical information on physical object
properties such as fragility, texture, and weight.
In a similar type of experiment, Sedda et al.

(2011) asked participants to blindly reach out and
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grasp a target object while grip aperture was mea-
sured. The experiment was performed in 4 com-
binations of vision/blind and sound/silence, with
two different target sizes (small, big). In case of
vision, participants were able to see the target for
200 ms before starting their grasping movement, In
case of sound, the experimenter placed the object
at the start of the trial in a way that an audible col-
lision sound was produced. In general, grip aperture
was significantly larger for big than for small target
size, except for the blind/silent condition. In the
silent condition, the reaction times were significantly
shorter with vision than blind. Wrist velocity was
faster with vision; both auditory and visual cues in-
creased wrist velocity for the big stimulus object. In
summary, consistent with the previously described
experiment, auditory information about the object
size prior to a goal-oriented action was shown to
improve the execution of the action.
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2.5.3.4. Summary

From cinema we know that vision is sometimes capa-
ble of influencing auditory perception, and vice versa.
We are strongly influenced by the visual action, even
when asked to judge sound alone. The widespread
practice of substituting the original physical sound
by Foley sounds, i.e., recordings that mimic only the
relevant sound parameters but not the true physical
process, shows us that we are generally open to
alternative auditory feedback. For auditory-visual
stimuli, we tend to identify sounds based on vision.
However, if asked explicitly, we are capable of ex-
posing auditory-visual discrepancies. A high sound
quality can counteract low visual quality and vice
versa.

The unisensory information from vision and audi-
tion is merged in a multiplicative manner, i.e., by
AND-like sensory integration, at least for categorical
judgments such as material category. This means

that a multisensory stimulus is identified as a spe-
cific material only, if no single unisensory feedback
is in conflict to that result. In general, multisen-
sory perception seems to be a feature of the mirror
neuron system. Congruent auditory-visual informa-
tion facilitates certain tasks (e.g., leading to shorter
reaction time or movement duration) while incon-
gruent information leads to sensory interference and
thus deteriorated task performance. The fact that
unrelated contact sounds even influence a future
grasping action suggests that these are tightly inte-
grated in the feedback loop of the planning system.

2.5.4. Auditory-visual-haptic feedback
2.5.4.1. Material properties

Martín et al. (2015) examined the multisensory
perception of material properties of 12 different
materials including leathers, papers, and fabrics.
Participants were asked to rate material properties
in different sensory conditions: auditory (playback
of pre-recorded contact sounds), visual (an image
of the material surface), auditory-visual (a combi-
nation of both), and full-modal (interaction with
a physical sample of the material). 10 material
properties were rated on a continuous scale defined
by pairs of opposite properties. These affected tac-
tile (rough/smooth, hard/soft, warm/cold), visual
(shiny/matte, simple/complex, colorful/colorless),
and subjective (expensive/cheap, old/new, natu-
ral/synthetic, beautiful/ugly) dimensions. It was
assumed that a property is clearly transported for
a certain stimulus if there is strong agreement, i.e.,
inter-participant correlation (IPC), between partic-
ipants for this quality. On the other hand, if the
stimulus doesn’t convey information about a certain
property, participants are assumed to rely on their
imagination, leading to reduced IPC. Furthermore,
if a certain condition is well suited for the represen-
tation of a certain property, participants’ ratings are
assumed to be close to the full-modal condition. If
ratings are far apart from the full-modal condition,
the condition is assumed to be less realistic.
Results showed that participants generally agreed
on tactile properties for auditory stimuli, while for
visual stimuli they showed high IPC for visual proper-
ties. Subjective properties led to significantly higher
IPC for visual than for auditory representation. The
results of the bimodal auditory-visual condition sug-
gested an additive type of sensory integration, i.e.,
auditory-visual ratings roughly equaled the sum of
auditory and visual ratings. A principal component
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analysis (PCA) revealed the number of significant
dimensions of the perceptual property space: 1 for
auditory, 2 for visual, 3 for auditory-visual, 4 for
full-modal.
A second experiment by Martín et al. investigated
cross-modal effects between vision and sound. Par-
ticipants were asked to rate auditory, visual, and
auditory-visual representations based on a subset of
the previous properties (all tactile properties, plus
old/new, beautiful/ugly, and unrealistic/believable).
In addition to congruent representations, all pos-
sible combinations of auditory and visual stimuli
were tested. Overall, varying visual information did
not significantly influence the perception of tactile
properties, indicating a dominance of auditory per-
ception.
Martín et al. conclude that sound offers an orthogo-
nal complement to the visual channel, and that its
addition benefits the perception of digital materials,
especially for tactile qualities. According to the
authors, sound is capable of deliberately inducing
a bias which manipulates the perception of those
qualities.
In a follow-up experiment (Martín et al. 2018),

an additional active auditory-visual condition was
added to the passive one, implemented via real-time
granular sound synthesis of rubbing sounds con-
nected to a touchscreen. In this case, the addition
of rubbing sounds did not lead to a significant im-
provement in perception of material qualities. This
was attributed to the limitation to inferior sound
synthesis that neglected important aspects such
as the impact sound on first contact. However,
the presence of interactive audio raised the level of
immersion.
Fujisaki et al. (2015) used a similar procedure

to evaluate the perception of material properties
of 22 different specimen of wood (including gen-
uine, processed, and fake laminated types) under
3 unisensory conditions: auditory (recorded mallet
impact), visual (photograph), and tactile (blind ex-
ploration with the index finger). Participants gave
ratings on 23 scales defined by bipolar adjective
pairs, including 3 visual, 3 auditory, 6 tactile/other,
and 11 affective or preferential properties.
Results showed that evaluations of affective prop-
erties were similar across sensory modalities. A
factorial analysis suggested that affective proper-
ties of wood are at least partly represented in a
supramodal fashion. Consistent over all 3 senses,
affective properties split in 2 distinct groups (ex-
pressiveness, sturdiness, rareness, interestingness,
and sophisticatedness vs. pleasantness, relaxed feel-

ings, and liked/disliked). IPC were generally high
for surface brightness, sound sharpness and surface
roughness; however, a subsidiary experiment com-
paring stone and wood suggested that this pattern
differs across materials.

By re-analyzing the gathered data from the pre-
vious experiment, Kanaya et al. (2016) inferred
cross-modal correspondences between vision, au-
dition, and touch, with a focus on the properties
surface brightness, sharpness of sound, and surface
smoothness. For each property, pairwise correla-
tions were performed between the ratings from the
individual sensory modalities. For brightness, a sig-
nificant positive correlation between audition and
touch suggests commonalities between those two
modalities. Both, however, showed negative corre-
lation with vision, showing that participants were
actually unable to correctly judge this visual prop-
erty by modalities other than vision. Brightness
was instead predicted by auditory dampedness and
dullness and tactile roughness, warmness, and dry-
ness. Participants were unable to judge sharpness
of sound by vision while trying to predict it from
glossyness and darkness. Tactile perception of sharp-
ness of sound was instead successfully predicted by
denseness and coldness. If judging smoothness of
touch, participants were able to successfully predict
the tactile impression from visual cues (glossyness,
clearness, darkness) or auditory cues (sharpness,
dampedness).

Avanzini and Crosato (2006b) simulated rigid ob-
jects of different stiffness in an interactive setup
where participants interacted by means of a Phan-
tom Omni haptic device, a visual 3D rendering
projected on a 2D computer screen, and real-time
sound synthesis presented via headphones (see also
Avanzini and Crosato 2006a). Naive participants
without prior training were asked to judge the stiff-
ness of the impact between the hammer and a bar
clamped on one end while interacting freely within
the virtual environment. Absolute magnitude es-
timations were given on an ordinal scale ranging
from extremely soft to extremely stiff. Average per-
ceived stiffness generally increased with higher true
stiffness, with saturating effects at very low and
very high true stiffness. In a post-hoc interview,
40 % of the participants told that they based their
judgments on both auditory and haptic feedback.
The authors conclude that sound is indeed capable
of modulating haptic perception.
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2.5.4.2. Naturalness, usability, and
pleasantness

(Susini et al. 2012) investigated the influence of the
naturalness of auditory feedback on the perceived
usability and pleasantness of a graphical user inter-
face using the example of an ATM interface. Three
different sound mappings for keyboard interactions
were created. A causal mapping of high natural-
ness was based on recordings taken from a sound
library. An iconic mapping of medium naturalness
was created via cross synthesis based on the causal
mapping. An arbitrary and incongruent mapping
of low naturalness consisted of random sounds (bi-
cycle ring, piano chord, etc.) uncorrelated to the
performed action. The mappings were explained to
the participants via video examples of a different
action. Participants then rated naturalness, usabil-

ity, and pleasantness of the sounds; first without
context, then after interacting with the interface
and directly comparing the different mappings. The
same experiment was carried out in a normal as
well as in a defective mode of operation. On aver-
age, a higher true naturalness led to a significantly
higher subjective naturalness, usability, and pleas-
antness. A causal relationship resulted in sounds
being perceived as natural, in contrast to arbitrary
sounds perceived as unnatural. Natural sounds were
perceptually more pleasant and more usable than
unnatural sounds. In addition, the perceived natu-
ralness and usability of the sounds increased after
interacting with the interface.
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2.5.4.3. Influence on typing performance

Ma, Zhaoyuan et al. (2015) examined the effect of
haptic and auditory feedback on the typing perfor-
mance with a computer keyboard. The experiment
was performed with a flat keyboard without mov-
ing keys, but enabled with haptic feedback through
piezo actuators under each key, driven by 3 cycles of
a 250 Hz signal if triggered. Baseline full-modal per-
formance was measured with a classic keyboard
exhibiting mechanically-movable keys. Auditory
feedback was provided by means of the standard
key-click sound of the Microsoft Surface Pro. It
must be noted that the authors measured auditory
latency to equal 107 ms which is surely perceptible
and assumed to be disturbing. The original auditory
feedback was blocked by headphones playing pink
noise. Participants were asked to typewrite a given
text under different conditions including full-modal,
visual, auditory-visual, visual-haptic, and auditory-
visual-haptic. Overall typing speed was found to
be significantly higher with increasing number of
sensory modalities. Only in the presence of haptic
feedback, auditory feedback had no significant ef-
fect on typing speed. The exact same pattern, but
inverse, could be found in the rate of typing errors.
The authors conclude that haptic feedback is gen-
erally preferred to auditory feedback for improving
typing performance.
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2.5.4.4. Summary

A human–computer interface can reach high natu-
ralness by incorporating natural, causal, and con-
gruent feedback in the sensory modalities audition,
vision, and touch. The result is not only more pleas-
ant for the user, but offers even higher usability.
While Audition and vision are generally regarded
as orthogonal sensory channels, audition and touch
often convey the same information redundantly. In
many tasks such as typing, auditory feedback can
partially replace haptic feedback, but adds only little
benefit if provided together with haptic feedback.
However, the addition of interactive sound usually
increases the level of immersion.
The perception of individual material properties

follows an additive law of sensory integration. The
multisensory perception of a specific material prop-
erty approximately equals the sum of its estimation
in the individual sensory channels alone. How well
a property is conveyed by a certain stimulus can be
inferred from the inter-participant correlation (IPC)
between individual participants for the specific prop-
erty.
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3. Physical modeling for plausible auditory
augmentation

<

This chapter includes the same theoretic foundations
and synthesis model as described by Czuka (2021) in
his master’s thesis under my supervision and in the
corresponding conference paper (Czuka, Weger, and
Höldrich 2021).

If sonifications should integrate into the physical
world in a consistent manner, they should also sound
like the physical world. We therefore need not only
to understand how certain physical properties affect
certain aspects of their sound, but also how to
synthesize such sounds. And even if we were able to
describe the underlying physical processes in great
detail, we still need to implement them so that they
can run in real time on an ordinary computer—or
in an actual application on a small microcomputer
that can be embedded into physical objects.
In general, we are still not able to cover all as-

pects of physical musical instruments or physical
objects in a modal synthesis model. Electronic mu-
sical instruments are therefore still hardly reaching
the level of embodiment and musical expression that
traditional musical instruments provide. However,
for certain types of interaction—especially in the
“hit and listen” category—physical sound models
have reached a degree of realism that is on par with
the real physical sound. In Sec. 2.2.16 we already
showed that humans are unable to distinguish be-
tween real and synthetic impact sounds, even with
very simplified modal synthesis models (Lutfi et al.
2005; Traer et al. 2019). Such models have even
be used extensively in psychoacoustic experiments
on perception of physical parameters, under the
assumption that the results remain their validity for
real physical sounds (see Sec. 2.2).

This chapter is structured in three sections. First,
in Sec. 3.1, we will examine the vibrational behavior
of the very simplest vibrating objects. Section 3.2
then summarizes the acoustics of bars and plates
in order to understand the relation between phys-
ical parameters and sound parameters. Finally, in
Sec. 3.3, we will recapitulate the basics of modal
analysis and modal synthesis and describe the physi-
cal sound model that forms the basis of experiments
and sonifications described in the upcoming chap-
ters.

k

m y = 0

y

Figure 3.1.: An undamped harmonic oscillator con-
sisting of a mass m and a spring k. The displace-
ment of the mass is indicated by y.

3.1. Acoustics of simple systems
Modal analysis is an elegant way to describe the
complex dynamic behavior of vibrating rigid ob-
jects with arbitrary shape on the basis of so-called
modes. In modal synthesis, the contribution of each
mode, oscillating with a single complex frequency, is
synthesized separately, and the resulting individual
vibrations are added to obtain the overall result. In
order to fully understand this concept, we need to
take a step back and examine the basic physical
principles that form the foundations of this concept.

3.1.1. Undamped harmonic oscillator
Let us begin with the simplest vibrational systems:
the undamped harmonic oscillator, consisting of a
mass m that is held by a spring with stiffness k,
as shown in Fig. 3.1. If gravity is neglected, only
one force acts on the spring: the force Fk =−ky
of the spring which always pulls the mass towards
the equilibrium displacement y=0. The force of a
moving mass can also be described by F =m·a, with
acceleration a simply being the second derivative
of displacement y with respect to time. A balance
of forces F =Fk leads to the ordinary differential
equation

mÿ + ky = 0 . (3.1)
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Figure 3.2.: The vibration of an undamped harmonic
oscillator over time.

What we seek is the vibration of the system, i.e.,
the displacement y(t) as a function of time t. A
solution of Eq. 3.1 with respect to y, the so-called
harmonic solution, is given by the function

y(t) = y0 sin(ω0t+ φ0) (3.2)

with the angular natural frequency ω0. The dis-
placement y0 and phase angle φ0 describe the ini-
tial conditions of the system, accounting for the
displacement and phase offset of the sinusoid at
time t= 0. The resulting displacement over time,
i.e., its vibration is shown in Fig. 3.2. To derive
the value of ω0, the solution is inserted back into
the differential equation, leading to the quadratic
equation

−ω2
0m+ k = 0 . (3.3)

As physical systems are always causal, only the
positive solution with respect to ω0,

ω0 =
√
k

m
, (3.4)

is considered. Via the relationship ω = 2πf , it
defines the frequency of the sine-shaped movement
by using only the material constants mass m and
stiffness k.

3.1.2. Damped harmonic oscillator
If an additional damper is added to the spring, as
shown in Fig. 3.3, there is a second force acting
on the mass: the damping force Fr =−rv. With
velocity v being the 1st derivative of displacement y
with respect to time, a balance of forces F =Fk+Fr
now leads to the extended differential equation

mÿ + rẏ + ky = 0 (3.5)

with its solution with respect to y

x(t) = y0e
−αt sin(ωdt+ φ0) . (3.6)

r

k

m y = 0

y

Figure 3.3.: A damped harmonic oscillator consist-
ing of a mass m, spring k, and damper r. The
displacement of the mass is indicated by y.

Figure 3.4.: The vibration of a damped harmonic
oscillator over time.

The term e−αt describes an envelope in the form
of an exponential decay, with decay factor α being

α = r

2m . (3.7)

Depending on the damping ratio ζ, with

ζ = α

ω0
= r

2
√
mk

, (3.8)

a damped system can be overdamped (ζ >1) where
it just exponentially decays to the equilibrium with-
out oscillation, critically damped (ζ= 1) where it
returns to the equilibrium as quickly as possible, or
underdamped (ζ < 1) where it oscillates with fre-
quency ωd while the amplitude exponentially returns
to the equilibrium, as shown in Fig. 3.4.
Note that the frequency ωd of the damped har-

monic oscillator is slightly below that of the un-
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damped system ω0:

ωd =
√
ω2

0 − α2 = ω0
√

1− ζ2 . (3.9)

3.1.3. Driven harmonic oscillator
If the damped harmonic oscillator is subject to a
sinusoidal driving force, that force is again added
to the balance of forces, leading to

F = Fk + Fr + Fd . (3.10)

with Fd = F0 sin(ωt), amplitude F0 and driving
frequency ω. The differential equation thus becomes

mÿ + rẏ + ky = F0 sin(ωt) (3.11)

with its steady-state solution

y(t) = F0

mZmω
sin(ωt+ φd) , (3.12)

with the impedance

Zm =
√

(2ω0ζ)2 + 1
ω2 (ω2

0 − ω2)2 (3.13)

and the phase of the oscillation relative to the driv-
ing force

φd = arctan
(

2ωω0ζ

ω2 − ω2
0

)
. (3.14)

Figure 3.5 shows the frequency response of the
system, which is the amplitude of the oscillation
plotted against the frequency of the driving force.
The maximum amplitude is achieved at frequency
ωr, with

ωr =
√
ω2

0 − 2α2 = ω0
√

1− 2ζ2 . (3.15)

The amplitude A0 at ω0 equals the quality factor
Q or simply Q-factor of the resonance:

Q = 1
2ζ . (3.16)

The amplitude Ar at the peak is slightly above, with

Ar = Q
ω0

ωd
= 1

2ζ
√

1− ζ2
. (3.17)
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Figure 3.5.: Frequency response of a damped har-
monic oscillator with physical parameters m=1 kg,
k=109 kg s−1, and r=103 kg s−2, leading to reso-
nance at f0 =5.033 kHz with Q=2.635.

3.1.4. Damping parameters and their
relationships

We already defined the exponentially decaying en-
velope by e−αt, with decay factor α in Hz, as well
as the non-dimensional damping ratio

ζ = α

ω
(3.18)

which describes the quotient of actual damping and
critical damping. Apart from those, the amount
of damping and resonance can be expressed by a
couple of other parameters which are more or less
interchangeable.

The time constant τ is the time the system needs
for dropping to the value 1/e. Its value in seconds
is simply:

τ = 1
α

. (3.19)
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Figure 3.6.: Discretized model of a physical system, described by masses mi and springs with stiffnesses
kj and dampers rj . The dampers have been omitted in the drawing for clarity.

The −60 dB reverberation time T60 is the time the
system needs for dropping to 1/1000 of its original
amplitude, and hence connects to τ via

T60 = ln(1000)τ = 6.9078τ . (3.20)

The loss factor relates to the other parameters via

η = 2ζ = 2α
ω

= 2
τω

(3.21)

and is equivalent to tan δ which refers to the slope
of the decay factor α (sometimes called δ). A
constant loss factor leads to a decay factor α=πηf
that rises linearly with frequency f , with slope πη.
The Q-factor is simply

Q = 1
η

. (3.22)

The bandwidth B of a resonance equals the differ-
ence ∆f between its upper and lower −3 dB cutoff
frequency:

B = ∆f = f0

Q
. (3.23)

3.1.5. Coupled oscillators and modes
The vibrational behavior of rigid physical objects
can be sufficiently described by a network of discrete
masses which are connected through springs and
dampers, as shown in Fig. 3.6. Due to the coupling
springs, now the individual masses do not move
independently anymore but form so-called modes.

mode index i
N 1 2 3 4 5 · · · 24

1
2
3
4
5
...

24 · · ·

Figure 3.7.: The normal modes of a vibrating string
for different numbers of masses N , leading to N
modes. Adapted from Fletcher and Rossing (2010,
p. 35).

Each state of the system can be expressed as a linear
combination of these modes. Figure 3.7 shows the
normal1 modes of a vibrating string. Due to the
discretization, the (otherwise infinite) number of
modes equals the number of masses.
In real physical systems, the number of masses

effectively approaches infinity, and the discrete sys-
tem becomes a continuous system such as a string
or bar, if extending in only one dimension, or a
membrane or plate, if extending in two dimensions.
Such systems are described in Sec. 3.2.

1Normal modes consider only movement that is normal to
the principal axis of the system or perpendicular to its
surface.
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h
L

x

y

z

Figure 3.8.: A longish cuboid that is just thin enough
to fulfill the requirements of Euler-Bernoulli beam
theory for thin bars (relative dimensions: 20×1×1).

3.2. Acoustics of continuous
systems: bars and plates

In the previous section, complex dynamic systems
were constructed from a finite number of coupled
oscillators. Figure 3.7 already showed us that it
might also be able to leave this discretization into
individual masses behind us and instead assume a
continuous distribution of infinite masses. For bars
and rectangular plates, the governing differential
equations can be solved analytically. This section
does not only describe the computation of modes
and their frequencies and shapes, but also the damp-
ing mechanisms and sound radiation of rectangular
plates. It is intended to provide a mathematical
conversion from physical parameters (size, shape,
material constants, boundary conditions, initial con-
ditions) to sound parameters (resonant frequencies,
amplitudes, and quality factors) that may later drive
a modal sound synthesis algorithm for (Sec. 3.3) for
auditory augmentation.

3.2.1. Free vibrations of thin bars
Let us begin with the very simplest form of continu-
ous vibrating objects— those that stretch out over
just a single spatial dimension: thin bars of constant
cross section. By thin, we actually mean “moder-
ately thin”, which requires that the wavelength of
the bending wave in the principal (length) dimen-
sion is at least 20× larger than all other dimensions
(Steele and Balch 2009). This assumption allows the
application of the “classical” Euler-Bernoulli beam
theory. Such a bar is shown in Fig. 3.8. Within
this framework, we only consider flexural vibrations
normal to the longest dimension.
Under the assumption of an isotropic material,

Hamilton’s principle lets us formulate the well-
known equation

EI
∂4y

∂x4 + ρS
∂2y

∂t2
= F (x, t) (3.24)

with displacement y, longitudinal position x, second
moment of inertia I, cross-sectional area S, Young’s

free y=0 , ∂
2y
∂x2 =0

hinged or
simply-

supported
∂2y
∂x2 =0 , ∂

3y
∂x3 =0

clamped y=0 , ∂y∂x =0

Figure 3.9.: Three basic end conditions of a bar
(Fletcher and Rossing 2010, p. 61).

modulus E, density ρ, and an external driving force
F (x, t) (Fletcher and Rossing 2010, pp. 58–59).
The displacement y depends on time t and position
x and represents the transverse vibration of the
bar. In the simplest case, there is no external force
(F (x, t)=0). Moment of inertia and cross-sectional
area, both depending on the actual dimensions, are
often combined to a so-called radius of gyration K,
leading to the simplified form

∂2y

∂t2
+ E

ρ
K2 ∂

4y

∂x4 = 0 . (3.25)

Fletcher and Rossing (2010, p. 59) provide different
radii of gyration for some simple shapes:
K=h/

√
12 for rectangular cross section of thick-

ness h, K=R2 for a round cross section of radius
R, and K =

√
R2

1 +R2
2/2 for a round pipe of in-

ner radius R1 and outer radius R2. The general
harmonic solution to the differential equation yields

y(x, t) = cos(ωt)
[
A cosh (kx) +B sinh (kx)
+ C cos (kx) +D sin (kx)

]
(3.26)

with the wave number k=ω/c. In this context, c
is the phase velocity of the flexural waves

c =
√
ωKcL (3.27)

with the longitudinal wave velocity cL =
√
E/ρ

(Rossing 2014, p. 961). The velocity of the flexural
waves is proportional to

√
ω. This frequency-depen-

dency of velocity is called dispersion.
Since Eq. 3.26 is the solution of a 4th-order differ-

ential equation, we get four arbitrary real constants
A, B, C, and D. To determine these, we need
four boundary conditions: two for each end of the
bar. The three most basic end conditions of a bar,
in combination with their boundary conditions, are
shown in Fig. 3.9.
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As an example, we assume a bar that is free
on both ends. The boundary conditions therefore
dictate no bending moment and no shear force at
the boundaries:

∂2y

∂x2

∣∣∣∣∣
x=0,L

= ∂3y

∂x3

∣∣∣∣∣
x=0,L

= 0 . (3.28)

If the solution (Eq. 3.26) is inserted into the bound-
ary conditions (Eq. 3.28) at x=0, we get

C = A and D = B . (3.29)
These relations applied to the general solution, and
altogether inserted in the two boundary conditions
at x=L yields the two equations

A
[

cosh(kL)− cos(kL)
]

= −B
[

sinh(kL)− sin(kL)
] (3.30)

A
[

sinh(kL) + sin(kL)
]

= −B
[

cosh(kL)− cos(kL)
] (3.31)

which have non-trivial common solutions only for
certain values of kL and thus ω. Dividing the first
equation by the second yields

1− cosh (kL) cos (kL) = 0 (3.32)
whose zeros define the allowed values of kL. Equa-
tion 3.32 can be numerically solved. The solutions
approximate to

knL = π

2 {3.011, 5, 7, 11, ...} (3.33)

and are inserted in Eq. 3.27 to yield angular fre-
quencies ωn and thus frequencies fn:

fn = πK

8L2

√
E

ρ

{
3.0112, 52, 72, ..., (2n+ 1)2} .

(3.34)
The general solution of the vibration becomes

y(x, t) = An cos(ωnt+ φn)Θn(x) (3.35)
where Θn(x) is the characteristic beam function
representing the spatial mode shape:

Θn(x) = cos(knx)− γn sin(knx)
+ cosh(knx) [1− γn tanh(knx)]

(3.36)

with

γn = cos(knL)− cosh(knL)
sin(knL)− sinh(knL) . (3.37)

The first mode shapes of the free vibrating bar are
shown in Fig. 3.10. The first two modes refer to
translation and rotation, and have a frequency of
zero.
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Figure 3.10.: The mode shapes of the first 7 flexural
modes of a thin bar with free boundary conditions
(including translation and rotation). n indicates the
number of nodal lines, i.e., zero-crossings (·).

lx
ly

xz

y

Figure 3.11.: A longish cuboid that is just thin
enough and wide enough to fulfill the requirements
of a thin plate (relative dimensions: 100× 20× 1).

3.2.2. Free vibrations of thin plates

In case of a thin plate (see Fig. 3.11), also described
as Kirchhoff-Love plate, we apply a generalization
of the Euler-Bernoulli beam theory in 2D. We de-
note the longest side as length lx and the shortest
side as width ly. Thickness h is assumed to be
very small in comparison to length and width. In
analogy to a plane being defined by two vectors,
we can think of the plate being span by two bars.
We assume that these bars are homogeneous them-
selves, but their elastic material constants might
differ between the plate’s two principal axes. This
special case of anisotropy is called orthotropy. We
therefore speak of a homogeneous orthotropic plate.
Assuming that the plate lies in the x/y-plane of a
Cartesian coordinate system, we denote w(x, y, t)
as the plate’s transverse displacement. Similar to
the bar, an equation of motion can be derived using
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Table 3.1.: Basic material constants of isotropic and orthotropic plates.
constant description units
σ / σxy, σyx Poisson’s ratio (isotropic / orthotropic) –
E / Ex, Ey Young’s modulus (isotropic / orthotropic) Pa = kg m−1 s−2

ρ density kg m−3

Gxy in-plane shear modulus Pa = kg m−1 s−2

D / D1–D4 rigidity (isotropic / orthotropic) Pa = kg m−1 s−2

Ω orthotropy factor –
HB Brinell hardness kgf = 9.806 65 N

Hamilton’s principle (Rossing 2014, p. 964):

ρ
ρ

h2
∂2w

∂t2
+D1

∂4w

∂x4 +D3
∂2

∂y4

+ (D2 +D4) ∂4w

∂x2∂y2 = 0
(3.38)

If the plate is cut in parallel to one of the principal
planes of the orthotropic solid, the four rigidity
constants Di can be expressed by more familiar
elastic constants (McIntyre and Woodhouse 1988):
Young’s modulus Ex in x-direction and Ey in y-
direction, and in-plane Poisson’s ratios νxy and
νyx, as well as in-plane shear modulus Gxy. The
conversions are:

D1 = Ex
12µ , D2 = νxyEy

6µ = νyxEx
6µ ,

D3 = Ey
12µ , and D4 = Gxy

3 ,
(3.39)

with µ = 1− νxyνyx.
The described elastic constants only cover

isotropic materials such as glass or orthotropic ma-
terials such as wood. With wood, we always refer to
quarter-cut lumber that is cut parallel to the fiber
(grain). We now introduce an orthotropy factor

Ω =
(
D1

D3

)1/4
=
(
Ex
Ey

)1/4
=
(
νxy
νyx

)1/4
.

(3.40)

together with isotropic material constants

E =
√
ExEy , ν = √νxyνyx ,

D =
√
D1D3 = E

12(1− ν2) .
(3.41)

The shear modulus actually cannot be computed
from Young’s modulus and Poisson’s ratio in the or-
thotropic case. Morozov and Vasiliev (2003) failed
in deriving it from Ex, Ey, νxy, and νyx. Based on

their data, we found that the following approxima-
tion is sufficient for our needs:

Gxy ≈ min
{

Ω2,
1

Ω2

}
E

2(1 + ν) . (3.42)

The rigidity constants can then be rewritten to

D1 = Ω2D , D2 = 2νD , D3 = Ω−2D ,
D4 ≈ min

{
Ω2,Ω−2} 2(1− ν)D .

(3.43)

The basic constants that are used to describe
the material of isotropic and orthotropic plates are
summarized in Tab. 3.1.

3.2.3. The impulse response of a
rectangular plate

According to Troccaz et al. (2000), the impulse
response of a rectangular plate at position (x, y),
subjected to a point force at excitation position
(x0, y0), is

w(x, y, t) =
N∑
n=0

M∑
m=0

Θmn(x, y)Θmn(x0, y0)
ωr,mnMmn︸ ︷︷ ︸
amplitude Amn

· e−αmnt︸ ︷︷ ︸
envelope

· sin (ωr,mnt)︸ ︷︷ ︸
sine wave

(3.44)

with the modal mass

Mmn = ms

ly∫
0

lx∫
0

Θ2
mndxdy , (3.45)

where ms = ρh is the plate mass per unit area
(Putra and Thompson 2010). Θmn are the shapes
of the individual modes which resonate at angular
frequency ωr,mn. All damping is combined in the
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decay factors αmn. The indices m and n describe
the mode indices in x- and y-direction, respectively.
Note that this impulse response describes the

vibration of the plate itself and does not account
for the radiated or perceived sound.

3.2.4. Mode shapes
The two-dimensional mode shapes θmn(x, y) are
computed numerically from the one-dimensional
characteristic beam functions θm(x) in x-direction
and θn(y) in y-direction, respectively. The 2D mode
shape is the Cartesian or outer product of the two
characteristic beam functions:

Θmn(x, y) = θT
m(x) θn(y) . (3.46)

Approximate solutions for the characteristic beam
functions are provided by Warburton (1954) and
summarized in App. A.1 for all combinations of
the three basic boundary conditions: hinged [h],
clamped [c], and free [f]. These can be combined
in 6 different ways: [hh], [cc], [ff], [cf], [ch], and
[fh]. Note that, e.g., [hf] and [fh] are equivalent,
and one can be obtained by spatial inversion of the
other. While the characteristic beam functions for
hinged and clamped boundary conditions are accu-
rate, those with free edges are only approximate.

The mode shapes themselves are independent of
the actual plate dimensions and can thus be pre-
computed in normalized coordinates. What changes
with dimensions, however, is their scaling and thus
the corresponding natural frequencies.

3.2.5. Undamped natural frequencies
The mode shapes Θ from the previous section are
now required for computing the plate’s resonant fre-
quencies. In combination with the elastic constants
D1–D4 and dimensions (lx×ly×h), they describe
the maximum potential energy Epot of the plate
(McIntyre and Woodhouse 1988; Warburton 1954),
as shown in Eq. 3.47.

Epot = h3

2

ly∫
y=0

lx∫
x=0

[
D1

(
∂2Θ
∂x2

)2

+D2
∂2Θ
∂x2

∂2Θ
∂y2

+D3

(
∂2Θ
∂y2

)2

+D4

(
∂2Θ
∂x∂y

)2]
dxdy

(3.47)

On the other hand, the maximum kinetic energy
Ekin is connected to the modal mass Mmn from

Eq. 3.45 through the angular frequency ω=2πf :

Ekin = ω2

2 Mmn = ω2ρh

2

ly∫
0

lx∫
0

Θ2
mndxdy . (3.48)

After Rayleigh’s principle, if the total mechanical
energy Epot +Ekin stays constant, Epot/Ekin = 1
applies for the undamped natural frequencies ω0,
and thus

ω2
0 = 2Epot/Mmn . (3.49)

For the purpose of inserting Eq. 3.47 and 3.48 in
Eq. 3.49 we define 4 coefficients:

G4
x =

∫∫ (
∂2Θ
∂x2

)2
dxdy

Ψ

HxHy =
∫∫

∂2Θ
∂x2

∂2Θ
∂y2 dxdy
Ψ

G4
y =

∫∫ (
∂2Θ
∂y2

)2
dxdy

Ψ

JxJy =

∫∫ (
∂2Θ
∂x∂y

)2
dxdy

Ψ

(3.50)

with Ψ = π4
∫∫

Θ2dxdy = π4Mmn

ms
. (3.51)

Eq. 3.49 thus becomes

ω0
2 = π4h2

ρS2

[
D1

r2
a
Gx

4 +D2HxHy

+D3r
2
aGy

4 +D4JxJy

] (3.52)

with surface area S= lx · ly and aspect ratio
ra= lx/ly. Note that lx≥ ly and thus ra≥1.
Analytic solutions to the factors Gx, Hx, and

Jx, as well as Gy, Hy, and Jy are provided by
Warburton (1954) for all combinations of the main
boundary conditions, analog to the mode shapes in
Sec. 3.2.4. Apart from that, they only depend on
the number of nodal lines n and can thus be pre-
computed. The equations are provided in App. A.2.

If Ω is separated from D1–D4, Eq.3.52 becomes

ω0 = π2 h

S

√
D

ρ

[
Ω2

r2
a
Gx

4 + 2νHxHy

+ r2
a

Ω2Gy
4 + min

{
Ω2,

1
Ω2

}
2(1− ν)JxJy

]1/2

(3.53)
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The 1st term in Eq. 3.53 scales the resonance fre-
quencies altogether:

2π · Φ = 2π · π2
h

S

√
D

ρ
= 2π π√

48
h

S
cL (3.54)

with the longitudinal wave velocity

cL =

√
E

ρ (1− ν2) =

√
12D
ρ

. (3.55)

The 2nd term describes the non-dimensional fre-
quency factors between the individual modes,

λ =
[
r2
pGx

4 + 2νHxHy + 1
r2
p

Gy
4

+ min
{

Ω2,
1

Ω2

}
2(1− ν)JxJy

]1/2

,

(3.56)

with the spectral shaping factor rp = Ω/ra. Or-
thotropy and aspect ratio thus have an oppositional
effect on the frequency factors. rp spreads the fre-
quency factors symmetrically for values other than
1.

The lowest frequency factors are usually con-
nected to the length of the plate and thus G4

x. In
order to achieve a notation that describes frequency
factors with respect to the usually lowest mode 1/0,
rp can be moved into Φ, leading to

2π · Φ̂ = 2π π√
48
h

S
rpcL (3.57)

and

λ̂ =
[
Gx

4 + 1
r2
p

2νHxHy + 1
r4
p
Gy

4

+ 1
r2
p

min
{

Ω2,
1

Ω2

}
2(1− ν)JxJy

]1/2

.

(3.58)

The frequency in Hz then becomes

f0 = ω0

2π = Φλ
2π = Φ̂λ̂

2π . (3.59)

In the isotropic case, Eq. 3.56 and 3.58 simplify to

λ̂|Ω=1 =
[

1
r2
a
Gx

4 + 2νHxHy + r2
aGy

4

+ 2(1− ν)JxJy
]1/2

and
(3.60)

λ̂|Ω=1 =
[
Gx

4 + r2
a2νHxHy + r4

aGy
4

+ r2
a2(1− ν)JxJy

]1/2 ,
(3.61)

and 3.57 simplifies to

Φ̂|Ω=1 = π√
48
h

S

1
ra
cL = π√

48
h

l2x
cL . (3.62)

3.2.6. Damping
One of the most difficult aspects to compute is
the plate’s damping. And it is even impossible
for some damping mechanisms. However, there
are ways to roughly estimate frequency-dependent
damping coefficients from physical parameters of
the plate. One of the most precise damping models
for rectangular plates has been presented by Chaigne
and Lambourg (2001).
Under the condition of small damping, which

means that the Q-factors of the individual modes
are much greater than unity, Chaigne and Lambourg
(after McIntyre and Woodhouse 1988) proposed to
expand the four rigidity constants Di by complex
perturbation terms d̃i(jω), to form complex rigidi-
ties

D̃i(jω) = Di

(
1 + d̃i(jω)

)
(3.63)

with i = {1, 2, 3, 4}. The imaginary part of d̃i(jω)
then provides a good approximation of the four
small quantities ηi,

ηi =
Im
{
D̃i(jω)

}
Re
{
D̃i(jω)

} ≈ Im

{
D̃i(jω)
Di

}
≈ Im

{
d̃i(jω)

}
,
(3.64)

which, via the weighting factors Ji,mn, sum up to
the overall loss factors

ηmn =
4∑
i=1

ηiJi,mn , (3.65)

for the individual modes. Note that the frequency-
dependency sustains but is omitted for readability.
From here on, also the indices m and n will be
omitted.
The weighting factors are nothing else than the

normalized coefficients G, H, and J from Sec. 3.2.5:

Ji = J ′i∑4
i=1 J

′
i

, (3.66)
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Figure 3.12.: Thermoelastic weighting factors I1
of a rectangular metal plate with free boundaries,
ν=0.3, and ra =2.

with

J ′1 = Ω2Gx
4 , J ′2 = 2νHxHy ,

J ′3 = 1
Ω2Gy

4 , J ′4 = Gxy
3D JxJy .

(3.67)

In the isotropic case, these simplify to

J ′1|Ω=1 = Gx
4 , J ′2|Ω=1 = 2νHxHy ,

J ′3|Ω=1 = Gy
4 , J ′4|Ω=1 = 2(1− ν)JxJy ,

(3.68)

and Eq. 3.65 reduces to

ηmn|Ω=1 = η1I1,mn + η4I4,mn (3.69)

with

I1,mn = J1,mn + J3,mn + 1
ν
J2,mn and

I4,mn = J4,mn − 2(1− ν)J2,mn .
(3.70)

The Js simply indicate the partitioning of potential
energy between the four rigidities, and therefore
always sum up to 1 to ensure the conservation of
energy (McIntyre and Woodhouse 1988):

4∑
i=1

Ji,mn = 1 . (3.71)

The values of I1 for the individual modes of a free
metal plate with ν = 0.3 and ra = 2 are shown in
Fig. 3.12.
The above equations showed how the loss fac-

tors η are weighted by the individual mode shapes
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Figure 3.13.: Radiation damping αr and critical
frequency fcr of an aluminum plate (h = 3 mm
thick).

and material, but the actual amount of loss is still
unknown. The computation of the loss factors
needs to be carried out separately for each individ-
ual damping mechanism. These include external
damping due to radiation or viscous mounting, and
also intrinsic damping due to thermoelasticity or
viscoelasticity. In the following sections, the cor-
responding loss factors are derived individually for
each mechanism. The individual loss factors can be
summed up directly to form the total loss of the
plate, as shown in the end in Sec. 3.2.6.5.

3.2.6.1. Radiation damping

The largest source of damping is the radiation of
sound itself. The sound we hear describes a transfer
of energy from the physical object to our ears. The
better a certain mode is radiated, the stronger it
is damped. This tight connection with radiation
efficiency is further described in Sec. 3.2.10; we will
now first describe the radiation damping itself.

For isotropic plates, the damping due to radiation
was formulated by Chaigne and Lambourg (2001)
to be

ηr ≈ Im
{
d̃r(jω)

}
, (3.72)

with

d̃r(jω) = 2
ωcr

ρ0c0
ρh

∑3
m=1 br,m

(
jω
ωcr

)m
∑3
n=0 ar,n

(
jω
ωcr

)n (3.73)

and the material constants from Tab. 3.2.
Above its cutoff frequency, the critical frequency

ωcr = c20
h

√
ρ

D
or fcr = 1

2π
c20
h

√
ρ

D
, (3.74)

radiation is the predominant source of loss (see
Fig. 3.13). Below that frequency, other mecha-
nisms such as thermoelastic, viscoelastic, and vis-
cous damping are much larger.
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Table 3.2.: Material constants for radiation damping.
constant value units description
ρ0 1.2 kg m−3 density of the air
c0 344 m s−1 speed of sound in air
br

[
0.0620 0.5950 1.0272

]
– –

ar
[
1.1669 1.6574 1.5528 1

]
– –

Table 3.3.: Material constants for thermoelastic damping.
constant description units
κ thermal conductivity W m−1 K−1

C specific heat at constant strain J kg−1 K−1

T0 absolute temperature; usually 294.15 K (21 ◦C) K
αT thermal expansion coefficient K−1

The loss factor ηr completely describes the radia-
tion damping without the need to be scaled by Jmn
or Imn.

3.2.6.2. Thermoelastic damping

Any vibration of a rigid object implies some kind of
temporary deformation or bending. Some parts are
therefore compressed and thus become hotter, while
others are extended and thus become cooler. As
the object vibrates, the temperature at a vibration
maximum will oscillate between hot and cold. If
the material does not conduct any heat at all, then
no energy is lost. If, however, the local heat is
conducted to neighboring regions and thus spreads
across the plate, the corresponding energy is lost
forever and the plate heats up as a whole.

For such thermoelastic losses, Chaigne and Lam-
bourg (2001) derived the complex perturbation
d̃it(jω) to equal

d̃it(jω) = jωRit
jω + 1/τt

(3.75)

with

R1t = 8T0φ
2
x

π4D1ρC
, R2t = 16T0φxφy

π4D2ρC
,

R3t =
8T0φ

2
y

π4D3ρC
, R4t = 0 ,

(3.76)

and, for the isotropic case,

φx = φy = φ = αT
E

1− 2ν (3.77)

with thermal expansion coefficient αT, and thermoe-
lastic decay factor τt,

τt = ρCh2

κπ2 = h2

c1t
, (3.78)

with

c1t = κπ2

ρC
. (3.79)

C is the specific heat at constant strain, κ is the
thermal conductivity, and T0 is the absolute temper-
ature (see Tab. 3.3 for a summary of thermoelastic
constants).

In practice, thermoelastic damping is relevant only
in metals which are usually isotropic. In addition,
with R4t = 0, there is no thermoelastic loss for
modes that are only connected to D4 and hence
to the shear modulus Gxy. Thermoelastic damping
thus only affects d̃1(jω):

d̃it(jω) ≈ d̃1t(jω) = jωR1t
jω + 1/τt

(3.80)

with

R1t = 8T0φ
2

π4DρC
. (3.81)

The thermoelastic loss factor η1t therefore becomes

η1t ≈ Im
{
d̃1t(jω)

}
= R1t
τtω + 1/τtω

= R1t
h2ω
c1t

+ c1t
h2ω

.
(3.82)

For aluminum, the thermoelastic damping coeffi-
cients are R1t=8.45×10−3 rad m2 s−1 and
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Figure 3.14.: Relationship between the thermoelas-
tic damping coefficients R1t and c1t for different
metals. The values are derived from the basic ma-
terial constants.

c1t=8.0×10−4 rad m2 s−1 (Chaigne and Lambourg
2001). As Fig. 3.14 shows, there is no simple corre-
lation between these two coefficients for different
metals.

Figure 3.15 shows that instead of a constant loss
factor similar to viscoelastic damping, we obtain an
almost constant decay factor αt for thermoelastic
damping. While viscoelastic losses are assumed to
be independent of plate dimensions, the thermoe-
lastic losses depend on h2. For realistic frequencies
above 50 Hz and thicknesses above 3 mm, the fre-
quency-dependency of αt can be considered neg-
ligible. The total thermoelastic loss finally equals

ηt = η1tI1 . (3.83)

The thermoelastic damping of an exemplary alu-
minum plate is depicted in Fig. 3.16, together with
the radiation damping and the viscoelastic damping
which will be explained in the following section.

3.2.6.3. Viscoelastic damping

Viscoelastic loss results from the combination of
viscous and elastic properties of a material. If a
purely elastic material is subject to deformation,
it returns back to its original shape in exactly the
same way. The viscosity adds hysteresis to the stress-
strain curve due to its dependency on time. The
area within this hysteresis loop equals the amount of
energy that is lost in the form of heat. At the time
of writing there exists no model that quantifies the
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Figure 3.15.: Relationship between thermoelastic
damping, thickness, and frequency in case of an
aluminum plate.
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Figure 3.16.: The decay factors of an aluminum
plate due to the three main damping mechanisms:
radiation damping, thermoelastic damping, and vis-
coelastic damping.

viscoelastic losses of a plate without just measuring
it (Zoghaib and Mattei 2015).

At least the rough characteristics of the viscoelas-
tic damping is provided by Chaigne and Lambourg
(2001), based on a so-called generalized Maxwell (or
Wiechert–Maxwell) model (Gutierrez-Lemini 2014,
pp. 81–83):

d̃iv(jω) =
K∑
k=1

jwRkiv
jω + skv

. (3.84)

According to Chaigne and Lambourg, a resolution
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Table 3.4.: Material constants for viscoelastic damping.
Material Rv / 10−3 sv / 103 rad s−1

glass
[
1.625 − − 1.625
1.962 − − 1.962

] [
5.18 − − 5.18
55.10 − − 55.10

]
carbon

[
1.32 0 8.8 10.4
5.0 0 44.0 14.4

] [
10.1 0 2.5 2.27
94.0 0 0.07 40.0

]
wood (spruce)

[
8.18 0 16.7 15.2
10.0 0 70.0 35.0

] [
3.2 0 1.1 1.75
50.2 0 0.052 50.2

]

of K=2 is sufficiently accurate:

d̃iv(jω) = jwR1iv
jω + s1v

+ jwR2iv
jω + s2v

. (3.85)

The viscoelastic loss factors thus become

ηiv ≈ Im
{
d̃iv(jω)

}
, (3.86)

and because η2v is always zero,

ηv = η1vJ1 + η3vJ3 + η4vJ4 (3.87)

for orthotropic, and

ηv = η1vI1 + η4vI4 (3.88)

for isotropic materials.
Chaigne and Lambourg (2001) fitted coefficients

on measurements with plates made of glass, carbon
fibers, and wood (see Tab. 3.4).
For isotropic materials, especially if the coeffi-

cients corresponding to D1 and D4 are identical
(e.g., glass in Tab. 3.4), the loss factor is almost
constant, which leads to a direct proportionality be-
tween decay factor αv and frequency. Average loss
factors of common materials have been collected by
Cremer et al. (2005, pp. 191, 195–196). Assuming
that there is only one mechanism of loss, as is ap-
proximately the case for viscoelastic loss below the
critical frequency, these may serve as a rough esti-
mate. Figure 3.17 shows the viscoelastic decay fac-
tor for glass, as measured by Chaigne and Lambourg,
in comparison with the range ηv = [0.6, 2]×10−3

that is given by Cremer et al. (2005, p. 195). The
geometric mean of this range is already an incredi-
bly good fit to the measurements by Chaigne and
Lambourg.
Also Zoghaib and Mattei (2015) use a constant

loss factor to model the presumably viscoelastic
losses of an aluminum plate, that their predicted
thermoelastic and radiation losses could not account
for. Their value of ηv = 3.7×10−4 resides a bit above
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Figure 3.17.: Viscoelastic decay factor αv for glass,
as a function of frequency.

the range of ηv=[0.03, 1]×10−4 that Cremer pro-
vides for aluminum. The contribution of viscoelastic
damping in case of an aluminum plate is visualized
in Fig. 3.16. The fact that thermoelastic damping is
almost zero for some modes basically suppresses its
effect on a statistically measured loss factor, which
means that the values from Cremer might actually
only capture viscoelastic losses. Despite the diver-
gence between different models, average loss factors
such as from Cremer can still be considered as a
solid estimate of viscoelastic loss below the critical
frequency.
For wood, Ono and Norimoto (1983) analyzed

a huge dataset of measurements of internal fric-
tion, and found a “standard trend”, based on only
Young’s modulus E and density ρ (see also Brémaud
2012b; Brémaud et al. 2013):

ηv ≈ 10−1.23 ·
(
E

ρ

)0.68
(3.89)

More recent measurements by Brémaud (2012a)
and Brémaud et al. (2013) suggest that the loss
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factor of so-called “compression wood” is slightly
lower, while the loss factor of normal, fast-grown
wood is slightly higher than the standard trend. This
difference is attributed to the crystalline microfibrils
of cellulose which interconnect the main fibers. The
larger the microfibril angle, i.e., the angle between
microfibrils and grain direction, the larger the loss
factor. Compression wood usually appears only in
one or a few rings, mostly in branches and leaning
stems, in reaction to deformation due to gravity.
In the search for a simple model for wood as such,
the standard trend, however, seems to be a good
compromise.
Figure 3.18 illustrates the measured viscoelastic

loss factors ηv of several materials as a function of
the longitudinal wave velocity cL. On the logarith-
mic scale, it seems that there is not much difference
between the standard trend and a simple indirect
proportionality with cL. We infer a rough propor-
tionality factor of 57 for wood and plastic, 5.7 for
glass, and 0.57 for metal. This simple proportion-
ality is preferred over a precise fit, as it implies
that a traveling wave receives a constant amount
of damping per distance traveled, independent of
its velocity.
Among the few viscoelastic loss factors we can

actually trust are those of glass (Chaigne and Lam-
bourg 2001) and aluminum (Zoghaib and Mattei
2015), as these are based on laser vibrometer mea-
surements and could be freed from other damping
mechanisms. For anisotropic materials, not even
laser vibrometer measurements allowed a separa-
tion of damping mechanisms (Chaigne and Lam-
bourg 2001). As furthermore acrylic and wood
sounded somehow overly damped in informal listen-
ing tests, we generalize the model even further to
ηv,M =5.7/cL for non-metals and ηv,M =0.57/cL for
metals.

3.2.6.4. Viscous damping

As in all the above models for thermoelastic, vis-
coelastic, and radiation damping, the decay factor
approaches zero at low frequencies, Chaigne and
Lambourg (2001) introduced a constant viscous
decay factor αf. While the actual values were sim-
ply fitted to the measurements, without further
investigations, they actually account for the sus-
pension of the plate. By the restraining filaments,
the translational and rotational movements, i.e.,
the 0 Hz modes 0/0, 1/0, and 0/1, are suppressed.
In general, viscous damping not only includes the
loss due to external damping devices such as ab-
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Figure 3.18.: Viscoelastic loss factor ηv as a function
of longitudinal wave velocity cL. Vertical lines rep-
resent the range between minimum and maximum
value from the literature, while markers represent
their geometric mean and gross material category:
�=wood, �=metal, N=plastic, H=stone, l=glass.

sorbers, but also the loss due to the viscosity of
the surrounding material. Values of αf are given
by Chaigne and Lambourg (2001) for aluminum
(0.032 Hz), glass (0.88 Hz), carbon (0.8 Hz), and
spruce wood (2.4 Hz).

We use a constant viscous damping αf as a simple
way to model the losses that are attributed to the
mounting of the plate or any other damping material
that is attached to it, including interaction such
as damping with the palm of the hand. Decay
times in the low-frequency range are thus limited,
which is common practice in perceptual studies (e.g.,
McAdams et al. 2004; McAdams et al. 2010).

3.2.6.5. Complete damping model

After McAdams et al. (2010), materials between
aluminum and glass can be effectively simulated
by blending between thermoelastic and viscoelastic
damping with the help of a damping interpolation
parameter H. We generalize this approach and
interpret H as the metallicity of a material. The
viscoelastic loss factor ηv therefore becomes

ηv = (1−H)ηv,M +Hηv,M , (3.90)

and the overall damping of the plate sums up to

η = (1−H)ηv,M+H (ηv,M + ηt)+ηr+
αf
2ω . (3.91)

The overall decay factors of an exemplary alu-
minum plate are shown in Fig. 3.19. The com-
plete damping comprises all the previously discussed
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Figure 3.19.: The overall decay factors of an alu-
minum plate, in comparison with the individual
contributions from radiation damping and viscoelas-
tic damping.

damping mechanisms (radiation, viscoelastic, ther-
moelastic, and viscous damping). For comparison,
Fig. 3.20 shows the resulting −60 dB decay times.

3.2.7. Modal weights due to the
position of contact

Any object sounds different, depending on where
the excitation occurs. This behavior is not random
but rather a direct result of the mode shapes at the
area of contact. Assuming an infinitesimal area of
contact, the force that is injected into a single mode,
and therefore its amplitude, is directly proportional
to the value of the mode shape at the excitation
position divided by the modal mass Mmn.

If the mode shapes are pre-computed for normal-
ized dimensions, i.e., lx = ly = 1, the amplitude
Amn(x0, y0) of mode m/n at the normalized ex-
citation position (x0, y0) is returned via bilinear
interpolation. While 4-point polynomial interpola-
tion would give significantly more accurate results,
the marginal perceptional difference is usually not
worth the computational effort.

The amplitude weights for a plate with free bound-
ary conditions, hit at the edge of the long side in the
maximum of the 3/0 mode, is shown in Fig. 3.21.

3.2.8. Hertz’ law of contact
In the previous section we assumed a point-shaped
excitation. Even under the assumption that there
is no indentation of the mallet into the plate, the
elastic deformation of plate and mallet lead to an
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Figure 3.20.: The overall −60 dB decay times of an
aluminum plate, in comparison with the individual
contributions from radiation damping and viscoelas-
tic damping.
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Figure 3.21.: The amplitude weights resulting from
excitation of a free rectangular plate at the edge of
the long side in the maximum of the 3/0 mode.

area of contact that is larger than zero. In our
collision model, we assume a perfectly flat surface
that is impacted by a sphere.

As Schedin et al. (1999) proposed, this excitation
force can be sufficiently approximated by a Hann
window (also called raised cosine window):

Fex(t) =
{
Fmax sin2

(
πt
Tmax

)
, if 0<t<Tmax

0 , otherwise
(3.92)

with force maximum Fmax and duration Tmax. These
sound parameters are connected to physical parame-
ters via Hertz’ law of contact. Chaigne and Doutaut
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(1997) provide a detailed summary together with
measurements on xylophone bars. The impact du-
ration

Tmax = 3.2181
(
µ2
BM

K2
MV0

)1/5

(3.93)

is connected to the instantaneous velocity V0 of the
mallet, the combined stiffness coefficient KM, and
the reduced mass µBM of bar and mallet

µBM = mBmM
mB +mM

(3.94)

where mM is the effective mass of the mallet and
mB is mass of the bar. The combined stiffness
depends on the mallet radius RM and the combined
rigidity DBM according to

KBM =
√
RM/DBM (3.95)

and

DBM = 3
4

(
1− ν2

B
EB

+ 1− ν2
M

EM

)
(3.96)

with Young’s moduli EB and EM, as well as Pois-
son’s ratios νB and νM of bar and mallet, respec-
tively. The maximum force occurs at the time of
maximum compression and equals

Fmax = KBMδ
3/2
max (3.97)

with the maximum value of the compression

δmax =
(

5
4
µBM
KBM

2/5
V

4/5
0

)
. (3.98)

If Fmax is given instead of V0, Eq. 3.97–3.98 can be
reformulated to obtain

V0 = K
−5/6
BM

(
5
4
µBM
KBM

)−1/2
. (3.99)

The resulting temporal Hann window can be applied
to the excitation signal via convolution. For auditory
augmentation, however, we assume that this kind
of low-pass filtering is anyway included already in
the raw excitation signal.

The maximum radius of the contact area can be
expressed as

Rmax =
√
δmaxRM (3.100)

and is utilized to model a spatial Hann window for
the computation of individual amplitude weights
of the modes due to excitation (see Sec. 3.2.7).

Instead of directly evaluating the mode shapes at a
distinct position to model an ideal point excitation,
each mode shape is then weighted by the spatial
Hann window Θex. The integral over the surface
area gives the amplitude weight

Amn =
ly∫

0

lx∫
0

Fmax
Θex(x− x0, y − y0)∫∫

Θexdxdy

�Θmn(x, y) dxdy

(3.101)

where � denotes an element-wise or Hadamard
product. The spatial Hann window follows the
equation

Θex(x, y) =
{

cos2
(
π r
Rmax

)
, if 0<r<Rmax

0, otherwise
(3.102)

with r =
√
x2 + y2.

3.2.9. Indentation hardness
Solid objects are usually not totally solid: depending
on the actual material, the mallet caves into the
object, leaving an indentation behind. The conse-
quence is a larger area of contact which exceeds
the deformation that is described by Hertz’ law of
contact. While it has no significant effect on modes
with low spatial frequency (peaks larger than the
contact area), modes with high spatial frequency
(small peaks with respect to the contact area) are
then barely excited. Speaking of sound, this leads
to a low-pass filtering of the excitation signal. Simi-
larly, the contact is stretched over time which again
leads to a loss of high frequencies.

Hardness is actually not a material constant, but
a property which is estimated via material probing.
Depending on the used convention, some type of
indenter is pressed into a sample of the material
to create an indentation. If using a standardized
pressure or force, then the size of the indentation is
measured. Otherwise a standardized size of indenta-
tion is produced, and the needed amount of load is
measured. In viscous materials such as plastics, also
the duration of indentation plays a role and needs to
be defined. In common hardness tests (e.g., Brinell
hardness, Rockwell hardness, and Vickers hardness)
the size of the indentation at a standardized and
constant force is measured. In the wood sector,
however, the most widespread procedure is Janka
hardness testing, which measures the force that is
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required to embed a metal ball halfway into the
sample.

We use Brinell hardness, because it uses a spheri-
cal indenter and conceptually shares some similarity
with our excitation model based on Hertz’ law of con-
tact. The Brinell Hardness HB in kilogram-force2
(kgf) is defined as

HB = P

2πRI(RI −
√
R2

I − r2
I )

, (3.103)

with the radius of the indentation rI in mm, the
radius of the indenter RI in mm, and the applied
load P in kgf. If HB is given in MPa, a division by
the standard gravity g = 9.806 65 m/s2 yields the
value in kgf. In case of orthotropic materials, we
always refer to the side hardness, i.e., the resistance
to a load that is perpendicular to the plate surface.
For wood, the Janka hardness FJanka in N is

converted to Brinell scale via Eq. 3.103. With the
usual ball radius of RI =5.64 mm, and rI =RI, we
get

HB ≈ FJanka
2πgR2

I
= 0.00051FJanka . (3.104)

While this conversion looks mathematically cor-
rect at first glance, it is actually quite crude and
the results of a Brinell hardness test might differ
significantly. However, this rough approximation is
just sufficient for the purpose of sound generation.
From Sec. 3.2.8 we know already that the impact
between sphere and plate can be approximated by a
force in the shape of a Hann- or raised-cosine win-
dow. In order to avoid a convolution with the Hann
window itself, the frequency response is approxi-
mated by a 3rd-order low-pass filter, with −3 dB
cutoff frequency fcH (see Fig. 3.22):

fcH ≈
2.4733

√
log (2)

πtHann
(3.105)

The window duration and thus cutoff frequency
depends on the physical parameters of sphere and
plate, as well as their relative velocity.
Chaigne and Doutaut (1997) measured the im-

pact force over time between different mallets and
xylophone bars. Assuming that boxwood is much
harder than a rosewood bar, the interaction duration
of a boxwood mallet and a rosewood bar gives an
approximate duration of 156 µs for rosewood. Fur-
ther assuming that a rubber sphere applies the same
2kilogram-force: a deprecated gravitational metric unit of
force; 1 kgf =9.806 65 N
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Figure 3.22.: The frequency response of a Hann
window, and its approximation by an ideal 3rd-order
low-pass filter.
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Figure 3.23.: Upper cutoff frequency fcH vs. Brinell
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force to an aluminum plate as would an aluminum
sphere to a rubber plate, the interaction duration
between rubber mallet and aluminum bar gives an
estimated window duration of 625 µs for rubber.

Troccaz et al. (2000) made similar measurements
with a steel sphere and plates made of acrylic, alu-
minum, and steel, leading to window lengths of
about 160 µs, 38 µs, and 28 µs, respectively.
Inserting these window durations into Eq. 3.105

yields a cutoff frequency for each of the correspond-
ing materials. In Fig. 3.23, these cutoff frequencies
are plotted against the Brinell hardness numbers,
respectively. A simple linear regression (on a loga-
rithmic scale) seems to be a good approximation for
the effect of hardness on the upper cutoff frequency:
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log(fcH) ≈ 0.4160 log(HB) + 7.6783 (3.106)

3.2.10. Radiation efficiency
A rectangular plate doesn’t radiate its sound equally
across all frequencies and to all directions. The over-
all radiation can be regarded as the combined radi-
ation of the individual modes. Each mode creates
oscillating maxima and minima of sound pressure,
according to its individual shape. The surrounding
air creates an acoustic shortcut between pressure
maxima and their neighboring pressure minima. An
additional acoustic shortcut occurs for an unbaffled
plate through air flowing around the edge between
both sides of the plate. In both cases, the vibration
is not radiated as sound pressure in normal direction
of the plate but rather leads to oscillating airflow
that is parallel to the plate or circular around it.
This behavior is different for each mode and thus
frequency. Together with constructive and destruc-
tive interference between radiation from different
locations on the plate, a frequency-, position- and
direction-dependent radiation pattern is formed. For
the purpose of auditory augmentation, the simula-
tion of a realistic radiation pattern is not necessary.
However, the frequency-dependent radiation effi-
ciency is essential for the typical sound of the plate.
An empirical model for the radiation efficiency

of an unbaffled plate has been derived by Putra
and Thompson (2010). In general, the radiation
efficiency σ is defined as

σ = Prad

ρ0c0S〈v2〉
(3.107)

with the radiated sound power Prad, air density ρ0,
sound velocity in air c0, the surface area of the plate
S, and the spatially averaged mean-square normal
velocity of the plate 〈v2〉.

Putra and Thompson obtained an approximation
by a set of empirical formulae. They define a few
edge frequencies which depend on physical parame-
ters of the plate, and divide the radiation efficiency
into segments:

fe = c0

2
√
S

, (3.108)

fcr = 1
2π

c20
h

√
ρ

D
, (3.109)

fb =
√
f1f2 , (3.110)

where f1 and f2 are the lowest two natural fre-
quencies of the plate. In case of simply-supported
edges, f1 =f1,1 and f2 =f2,1. The segments of the
radiation efficiency are

σ1 = 4S2f4

c04 for f < fb , (3.111)

σ2 = σe

(
f

fe

)2
for f2 < f ≤ fe , (3.112)

σe = pc0
4π2Sfcr

· ψ

(1− ψ2)2 +
(
πη

f

fcr

)3/2
(3.113)

for fe<f <fcr, with perimeter p= 2(lx + ly) and
ψ=

√
f/fcr , and

σc =
(

1− fcr
f

)−1/2
for fe < f < fcr . (3.114)

Between fb and f2, the radiation efficiency is loga-
rithmically interpolated:

σ12 = σε2 σ
1−ε
1 (3.115)

with

ε = f − fb
f2 − fb

. (3.116)

In summary, the “unlimited” radiation efficiency σ′
is then:

σ′ =



σ1 , for f < fb

σ12 , for fb ≤ f ≤ f2

σ2 , for f2 < f ≤ fe
σe , for fe < f < fcr

σc , for f ≥ fcr

(3.117)

The final radiation efficiency σ is limited to become

σ = min {σ′, σmax} (3.118)

with

σmax = (0.5− 0.15
ra

)
√

2πfcrly
c0

. (3.119)

Note that Eq. 3.119 is only valid for aspect ratios
between 1 and 5. The final radiation efficiency of
an exemplary aluminum plate is shown in Fig. 3.24.
There is an obvious connection between radiation
damping and radiation efficiency. Figure 3.25 illus-
trates that σ≈ (ρh/ρ0c0)αr, with ρ0c0 being the
characteristic specific acoustic impedance.
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3.3. Modal analysis and
synthesis

In the previous sections, we learned how physical
parameters of simple physical objects map to sound
parameters. This section now briefly describes how
these sound parameters are used for sound synthesis.

3.3.1. Modal analysis
Modal analysis is based on the assumption that the
physical system is linear and time-invariant (LTI).
Mathematically speaking, a linear system is (a) addi-
tive: f(x+ y)=f(x)+f(y), and (b) homogeneous:
f(ax)=af(x). Given these assumptions and that
the system doesn’t change with time, each mode

r1

k1

m1

+

r2

k2

m2

+

r3

k3

m3

+ · · ·

Figure 3.26.: Equivalent parallel model of modal
masses mn, modal stiffnesses kn, and modal damp-
ings rn.

can be equivalently represented by a single harmonic
oscillator with modal mass mn, modal stiffness kn,
and modal damping rn (see Fig. 3.26). These N
simple harmonic oscillators which vibrate in parallel
and completely independent from each other, form
in sum an equivalent network for the original system
of N coupled oscillators. Modal analysis basically
neglects the original system network. Instead, all
aspects of the system are only defined through its
modes. These can be measured from the observed
physical object itself, or computed from its physical
properties, as done in the previous sections.
Regarding measurement, a rough estimate of

the resonant frequencies and amplitudes is ob-
tained from peak-picking the local maxima of the
(smoothed) frequency response. The frequencies
can be fine-tuned by method of adjustment where
the frequency of a driving oscillator is manually
tuned to the value which produces a maximum am-
plitude. If the driving oscillator is abruptly stopped,
the time constant of the damping can be directly
inferred from the envelope of the recorded decay.

3.3.2. Modal synthesis
Modal synthesis is the approach of modeling the
sound of a rigid physical object through its modes.
Instead of modeling the original system of coupled
oscillators, only the equivalent model of parallel
oscillators is recreated. Its impulse response h(t) is
defined by the sum of N modes, each modeled by
an exponentially decaying sinusoid via three sound
parameters: frequency fn, amplitude An, decay
factor αn, and phase φn (see Eq. 3.120).

h(t) =
N∑
n=1

An︸︷︷︸
amplitude

· e−αnt︸ ︷︷ ︸
envelope

· sin (2πfnt+ φn)︸ ︷︷ ︸
sine wave

(3.120)
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Any input signal (driving force) can be convolved
with this impulse response to obtain the output
signal. The impulse response basically describes
a filterbank of N parallel resonant filters. Due to
the exponential decay, each filter has an infinite
impulse response (IIR) which can be modeled by an
IIR digital filter.
The driven harmonic oscillator of Sec. 3.1.3 can

be interpreted as a linear filter with generic non-
dimensional input and output signals x(t) and y(t),
respectively. To ensure that input and output are
scaled equally, the driving force is scaled accordingly
so that Fd(t) = kx(t). The differential equation
Eq. 3.11 thus becomes

mÿ(t) + rẏ(t) + ky(t) = kx(t) . (3.121)

3.3.2.1. Finite difference approximation

The above differential equation (Eq. 3.121) can
be discretized in time (t→ n) and rewritten to a
difference equation with the help of approximate
solutions for the 1st derivative by simple backward

ẏ[n] ≈ y[n]− y[n− 1]
T

(3.122)

or forward difference approximation

ẏ[n] ≈ y[n+ 1]− y[n]
T

, (3.123)

or their average being central difference approxima-
tion

ẏ[n] ≈ y[n+ 1]− y[n− 1]
2T , (3.124)

with the sampling period T =1/Fs at sampling rate
Fs. The second derivative can be written as succes-
sive forward and backward differentiation, resulting
in

ÿ[n] ≈ y[n+ 1]− 2y[n] + y[n− 1]
T 2 . (3.125)

Choosing the central 1st order approximation, the
difference equation is formulated as

m
y[n+ 1]− 2y[n] + y[n− 1]

T 2

+ r
y[n+ 1]− y[n− 1]

2T
+ ky[n] = kx[n] .

(3.126)

As physical systems are always causal, meaning that
they do not depend on the future, the whole equa-
tion must be delayed by one sample. A reformulation

yields

y[n] =
(

2T 2k

Tr + 2m

)
︸ ︷︷ ︸

b1

x[n− 1]

−
(

2T
2k − 2m
Tr + 2m

)
︸ ︷︷ ︸

a1

y[n− 1]

−
(
−Tr − 2m
Tr + 2m

)
︸ ︷︷ ︸

a2

y[n− 2]

(3.127)

which is a 2nd-order digital filter, written in ‘direct
form 1’, with coefficients b1, a1, and a2 and the
generic transfer function

H(z) = g
b0 + b1z

−1 + b2z
−2

1 + a1z−1 + a2z−2 (3.128)

where gain g=1 and b0 =b2 =0. This approxima-
tion is equal to the physical system, if the sampling
rate approaches infinity. For a practicable audio
sampling rate of Fs = 48 kHz, however, there are
some deviations, as will be shown later in Fig. 3.27.

3.3.2.2. Simple resonator

In practice, we don’t know the anyway fictional
values of modal mass, modal stiffness, and modal
damping, but rather use sound parameters for set-
ting the resonant filters of the synthesis model.
Based on the pole radius

R = e(−π
B
Fs ) (3.129)

and bandwidth B, the coefficients are formulated
to equal

a2 = R2 , a1 = −4a2

1 + a2
cos
(

2πfr
Fs

)
,

b0 = (1− a2)

√
1− a2

1
4a2

,
(3.130)

and b1 = b2 = 0, leading to the simple resonator
(Pirkle 2019, pp. 258–259). It is normalized to
unity peak gain and therefore needs to be set to
frequency fr directly and scaled via

g = Q
ω0

ωd
(3.131)

to match the peak gain of the physical system.
Contrary to the difference approximation, even at
audio rate, the frequency response of the simple
resonator is almost identical to that of the original
system.
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3.3.2.3. Smith-Angell resonator

In a real-time application for auditory augmentation,
we seek a resonator that suppresses as much of the
direct signal as possible. In addition, we will need
matched peaking filters which are able to zero out
the resonances. Therefore we seek a resonator that
has a symmetric frequency response around its peak.
Both requirements get fulfilled by simply adding two
zeros at 0 Hz and Fs/2, which leads to the Smith-
Angell resonator (see Smith and Angell 1982 and
also Pirkle 2019, pp. 260–261) with the coefficients

a1 = −2R cos
(
ωd
ω0

ωr
Fs

)
, a2 = R2 ,

b0 = 1−R , and b2 = −b0R ,
(3.132)

with pole radius R as in the simple resonator, b1 =0,
and peak gain scaled to match the original system
via

g = ω0

ωd
. (3.133)

Figure 3.27 shows the three different implementa-
tions of the driven harmonic oscillator in comparison
to the original system from Fig. 3.5. Note that Q in
this example is incredibly low in comparison to the
Q-factors that are used in the actual sound model.
For higher Q-factors, the differences between ω0,
ωd, and ωr vanish just as well as those between the
different implementations.

3.3.2.4. Validation

Czuka (2021) validated the results of the above
physical sound model with measurements of real
physical plates. A general problem was that the
true material parameters of the real plate were not
entirely known. While both sounded differently, we
assume that human listeners are not able to discrim-
inate the synthetic from a real plate in an absolute
identification task (see also Sec. 2.2.16). For an
exemplary aluminum plate, spectrogram and mag-
nitude spectrum are shown in Fig. 3.28, separately
for synthetic and real plate.
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4. “AltAR/table”: an experimental platform
for plausible auditory augmentation
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Figure 4.1.: The concept of AltAR/table.

<
A condensed version of this chapter in the form of an
article is provided by Weger, Hermann, and Höldrich
(2022).

In the previous chapter, we derived a physical model
of rectangular plates. It is based on subtractive
modal synthesis and thus perfectly suited for audi-
tory augmentation. In this chapter, we present Al-
tAR/table1, an apparatus which employs the model
plate in order to plausibly augment a physical inter-
face plate. The basic principle of such an auditory
augmentation has already been discussed in Sec. 1.6.
Different to Bovermann et al. (2010), we want to
avoid visible loudspeakers as far as possible and
thus use structure-borne exciters instead, which
transform the interface plate into a bending wave
loudspeaker. In addition, the target application as
augmented table requires a rather large interface
plate. Multiple contact microphones and exciters
are therefore necessary to allow interaction with the
whole surface. The general concept of AltAR/table
is once more visualized in Fig. 4.1.

As a start, we assume only one input (contact mi-
crophone) and one output (structure-borne exciter).
A basic auditory augmentation system then follows
the block diagram that is shown in Fig. 4.2. The
excitation signal e(t) that is generated by the user’s

1AltAR stands for alternative auditory reality

e(t) + M

system

+
s(t)

direct path

feedback path

Figure 4.2.: Simplified block diagram of an auditory
augmentation system with structure-borne excita-
tion e(t), transfer function M , and airborne output
s(t).

action is filtered by the transfer function M of the
auditory augmentation system. What reaches the
user’s ears is the output signal s(t). In addition
to the main signal path, there are two additional
paths that are generally undesirable. As both piezo-
electric contact microphones and structure-borne
exciters are mounted on the same physical structure
(plate), some acoustic feedback is introduced that
may lead to instability and thus howling. In addi-
tion, the original unfiltered excitation signal reaches
the ears through the air via the direct path.
The following sections of this chapter describe

the different stages of the AltAR/table platform.
We start with the hardware apparatus in Sec. 4.1,
derive a method to equalize it in Sec. 4.2, and
perform actual measurements and calibrations in
Sec. 4.3. Both data and audio signal processing
are mainly implemented in the SuperCollider 3 lan-
guage2. Sound spatialization, the implementation
of the actual sound synthesis model, as well as noise
and feedback control are described in Sec. 4.4, 4.5,
and 4.6, respectively. Finally, we will examine the
technical setup for position tracking in Sec. 4.7 and
draw some conclusions in Sec. 4.8.

4.1. Hardware platform
AltAR/table is designed to be put on top of a normal
table, to work somehow similar to a touchscreen—
2SuperCollider: https://supercollider.github.io/
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AD/DA
converter (8 ch) Behringer ADA8000RME

ADI-648
RME HDSPe
MADI FX

DI box (6 ch) 3× Samson S-direct plus

buffer preamp (6 ch) 3× Schatten Design
MicroPre 2

contact
microphone (6 ch) 6× piezo disk (⌀ 3 cm)measurement

microphone (2 ch)
2× Neumann KM140
cardioid microphone

amplifier (6 ch) Hypex UcD36MP V3

structure-borne
exciter (5 ch) 5× Visaton EX 30 Sloudspeaker

(2 ch)2× Genelec 8020CPM

ADATMADI

Figure 4.3.: Block diagram of the hardware signal flow of the AltAR/table platform. Unless labeled
differently, arrows describe analog cable-connections.

with an auditory display instead of a visual display.
It is more a proof of concept than a final product; for
usage as “percussion simulator” in psychoacoustic
experiments or in teaching, for sound installations,
and for evaluation of this kind of auditory augmen-
tation. It therefore strongly draws on professional
audio equipment that may be replaced by more em-
bedded and miniaturized technology in the future.

The block diagram of the hardware platform is de-
picted in Fig. 4.3, while Fig. 4.4 shows a photo. The
diagram includes measurement microphones which
are only used for calibration. The interface of the
hardware platform is based around a 0.7 m× 0.5 m
Dibond aluminum-polyethylene-composite plate of
thickness 3 mm (Alcan Composites 2006).
The ideal interface plate would be maximally

damped and maximally solid so that the excitation
signal is captured by the contact microphones but
not radiated as airborne sound. At the same time,
the interface should be thin and elastic so that
the exciters are capable of inducing bending waves
which are then radiated as airborne sound. The
composite plate represents a compromise between
those conflicting interests.

The interface plate sits on top of a frame made of
glued particle board (see Fig. 4.5). The region where
it overlaps with the frame is covered with felt on
both sides, top and bottom, so that it is damped as
much as possible. The inner region of the interface
plate which can freely vibrate equals the size of a
DIN A2 paper sheet, being 594 mm× 420 mm with

Figure 4.4.: The AltAR/table hardware platform
(top).

an area of 0.25 m2. The frame itself sits on rubber
feet in the corners.
On the bottom side, J = 5 structure-borne ex-

citers (Visaton EX 30 S, 8 Ω) and I=6 piezo-electric
contact microphones (generic 3 cm piezo disks) are
mounted to the interface plate by using 3M VHB
double-sided adhesive tape. This kind of adhesive is
recommended by Visaton for mounting the EX-se-
ries exciters. For the piezo disks, we tested different
mounting options (Tesa universal double-sided tape,
3M VHB, modeling clay) and found no significant
differences for the given application.
Four contact microphones are placed in the cor-

ners, with 5 mm space to the frame, two others
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4.2. Equalization

Figure 4.5.: The AltAR/table hardware platform
(bottom).

are placed in the center so that their distance be-
tween each other (24 cm) equals their distance to
the nearby corner-microphones, respectively. The
structure-borne exciters are placed halfway between
neighboring microphones. This setup ensures a
symmetric arrangement with a maximum distance
between exciters and piezos.

The piezo disks require a buffer preamp for
impedance matching. Three Schatten Design Mi-
croPre 2-channel buffers are attached to the main
frame via magnets in order to facilitate their relo-
cation to other prototypes which share the same
components. They are powered by either a sin-
gle 9 V battery or a Boss PSA-230P power supply.
Their outputs are fed into three Samson S-direct
Plus 2-channel DI boxes in order to provide a bal-
anced and symmetric signal for the longer cable
run to the Behringer ADA8000 AD/DA converter.
The remaining two input channels are designated
for two additional microphones that are used for
measurements and calibration.

Two outputs of the AD/DA converter are con-
nected to two Genelec 8020CPM monitor speakers
which are mounted on the table with Manfrotto
Super Clamps and serve as low-frequency extension.
The remaining six outputs are directly connected to
a Hypex UcD36MP V3 6-channel power amplifier
which drives the structure-borne exciters.

The AD/DA converter is connected to an RME
HDSPe MADI FX soundcard through an RME ADI-
648 ADAT-to-MADI format converter. Audio pro-
cessing is done on a PC running Debian GNU/Linux.

e(t) HP + M HE +
s(t)

HFB

HD

Figure 4.6.: Block diagram including transfer func-
tions of the signal paths.

4.2. Equalization

Until now, the apparatus described in the previous
section was assumed to be a transparent sound sys-
tem that captures the raw excitation signal, e.g.,
from hand interaction with the plate, and plays
back the augmented auditory feedback through a
bending wave loudspeaker. In practice, however,
piezos, exciters, A/D- and D/A-converters, as well
as the physical structure (plate) are far from being
transparent. What is captured by the contact mi-
crophones is the convolution of the excitation signal
with the impulse response of the interface plate.
In addition, this transfer function differs not only
for every microphone, but also for every excitation
position on the plate. Similarly, the bending wave
loudspeaker that is driven by the exciters has no flat
frequency response at all, but is again filtered by
the transfer function and radiation pattern of the
plate. To overcome these distortions, all inputs and
outputs are individually calibrated by equalization
filters.

The simple theoretical block diagram of Fig. 4.2
is therefore extended accordingly (see Fig. 4.6). The
excitation signal e(t) is filtered within the structure
of the interface plate by transfer function HP before
reaching the contact microphone (in fact this covers
also the rest of the input signal path including A/D
conversion). The model M is fed with input signal
u(t) and outputs v(t). The signal path from D/A
conversion, via the exciters and the interface plate
to an air microphone is summarized by HE. The
feedback path from v(t) via the exciters back into
u(t) is summarized in HFB.
We use the following nomenclature for mathe-

matical description. A system is equally defined
by its transfer function H(s), its impulse response
h(t), or its spectrum (the Fourier transform of the
impulse response) H(jω). For better readability
and to avoid confusion with subscript indices of
piezos (i={1, ..., I}), exciters (j={1, ..., J}), and
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e(t) HP + Hin M Hout HE + s(t)

HFB

HD

u v

Figure 4.7.: Block diagram including equalization.

e(t) HPi Hini ui(t)

Figure 4.8.: Block diagram for input filtering.

vj(t) Houtj HEj s(t)

Figure 4.9.: Block diagram for output filtering.

measurement microphones (k = {1, ...,K}), H is
used interchangeably for transfer function and spec-
trum without (s) or (jω); also the time-dependency
of the impulse response is omitted.
First we want to reconstruct the true excitation

signal e(t) from the input signal u(t) at the mi-
crophone. Therefore, we introduce an equalization
filter Hin which completely cancels the effects of
the signal path from excitation to A/D conversion.
Its transfer function should therefore be:

Hin = 1
HP

. (4.1)

Similarly, we want to hear the true output signal
v(t) instead of s(t) at our ears. This is done with
the output equalization filter Hout:

Hout = 1
HE

. (4.2)

The resulting block diagram is shown in Fig. 4.7.
If the direct path is neglected and the feedback-

path is assumed to be completely suppressed by
feedback control, the input signal u(t) is equal
to the true excitation signal e(t) (see Fig. 4.8).
Similarly, the signal at our ears s(t) is equal to the
output signal v(t) (see Fig. 4.9).

Both types of filters (input and output) are based
on impulse response measurements, carried out by
the swept-sine method (Farina 2000). For airborne
sound measurements, the two Neumann KM140 car-
dioid microphones (see block diagram in Fig. 4.3)

δ(t)
impulse

HEjk hEjk(t)
airborne

HFBji hFBji(t)

structure-borne

Figure 4.10.: Block diagram for impulse response
measurements.

are placed approximately at the ear positions of a
hypothetical user sitting in front of the apparatus
similar to sitting on a normal table. The micro-
phones were directed towards the center of the
plate. Even if the actual measurement procedure
includes several different steps, it is conceptually
similar to a perfect impulse being played through
the unknown system, and directly delivering the
system’s impulse response at the receiver.

The desired equalization filter for a given transfer
function is actually its inverse. For real-time appli-
cation, we want a causal filter with minimum group
delay. For that purpose, a minimum-phase filter
is designed based only on the inverted magnitude
response, ignoring the phase.
hEjk represents the impulse response of the sys-

tem with transfer function or spectrum HEjk, from
exciter j to measurement microphone k. Similarly,
HFBji represents both transfer function and spec-
trum of the system between exciter j and contact
microphone i. The conceptual impulse response
measurement is depicted in Fig. 4.10.
For equalization of exciters, the raw magnitude

spectra |HEjk| of the K = 2 measurement micro-
phones are energetically averaged to form an overall
magnitude spectrum |HEj | that is approximately
valid for all ear positions:

|HEj | ≈

√√√√ 1
K

K∑
k=1
|HEjk|2 . (4.3)
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e(t)
excitation

HDk eDk(t)
airborne

HPi ui(t)
structure-borne

Figure 4.11.: Block diagram for the excitation signal,
including direct path and input path of the system.

The desired inverse filter Houtj is then

Houtj = MP
{(
|HEj |+ ρ

)−1
}

(4.4)

where ρ is a small regularization parameter and MP
is the operation of creating a minimum-phase filter
from any given magnitude spectrum (see the end
of this section for details). MP includes further
regularization.

The input filters Hini do not only depend on the
individual contact microphone i and its position, but
also on the excitation position. They should coun-
teract the signal path from the excitation position
(x0, y0) to the output of the individual piezo i. If the
J structure-borne exciters themselves (without the
plate) are assumed to exhibit an approximately flat
magnitude spectrum, the impulse response measure-
ments can also be interpreted as the responses to
ideal excitations (with e(t) = δ(t)) at the positions
of the exciters:

|HPi| ≈

√√√√ 1
J

J∑
j=1
|HFBji|2 , (4.5)

Hini ≈ MP
{

(|HPi|+ ρ)−1
}

. (4.6)

It may also be interesting to reconstruct the orig-
inal airborne signal, i.e., the direct sound eD(t),
based on the input signal u(t) of the piezos. The
block diagram in Fig. 4.11 now includes the direct
path HD from the excitation (via the excited inter-
face plate) to the ears.
The desired equalization filter is then the back-

ward path from ui(t) to eDk(t). In principle (omit-
ting the channel indices for clarity), the desired
inverse filter Hex becomes

Hex = HD
HP

. (4.7)

Its impulse response hex can be convolved with the
input signal u(t) to obtain eD(t) from u(t) directly:

eD(t) = hex ∗ u(t) (4.8)

where ∗ represents the convolution.
We know neither the transfer function HDk nor

the impulse response hDk of the direct path. How-
ever, as we anyway compute a ratio between two
spectra in Eq. 4.7, the actual spectra are irrelevant.
This fact gets clearer, if the time-domain signals in
Fig. 4.11 are expressed by their Fourier transforms
in frequency domain,

EDk = HDk · Ek (4.9)

for airborne, and

Ui = HPi · Ui (4.10)

for structure-borne sound. The average magnitude
spectrum |ĒD| of the direct signal approximates the
combination of the true direct signal E with the
average transfer function H̄D of the direct path:

|ĒD| =

√√√√ 1
K

K∑
k=1
|EDk|2 ≈ |H̄D| · |E| . (4.11)

A similar approximation applies for the average struc-
ture-borne signal |Ū | that is captured by the piezos:

|Ū | =

√√√√1
I

I∑
i=1
|Ui|2 ≈ |H̄P| · |E| . (4.12)

Inserting Eq. 4.11 and 4.12 in Eq. 4.7 eliminates
the unknown true excitation signal E and yields

Hex ≈ MP
{
|ĒD|
|Ū |+ ρ

}
(4.13)

for the desired minimum-phase filter. Instead of im-
pulses or sine sweeps, the measurement is based on
a recording of hand-interaction at random locations
across the interface plate. The spectra EDk and Ui
are then given by the long-term average spectrum
of the recording.
If the excitation signal consists only of impacts

with a small hammer, it can be interpreted as a
perfect impulse. According to the block diagram in
Fig. 4.11, the transfer function HPi of the input in
that case simplifies to

HPi ≈ MP
{
|Ui|
}

. (4.14)

87



4. “AltAR/table”: an experimental platform for plausible auditory augmentation

There is yet another way of input equalization,
on the basis of simple swept-sine measurements.
Assuming a flat frequency response of the exciters
themselves, their airborne impulse responses can be
interpreted as the impulse responses of an excitation
of the interface plate at the exciter positions. By
averaging over these, according to the block diagram
in Fig. 4.10, the desired filter Hex is given as

Hex ≈MP
{
H̄out

}
=MP


√√√√ 1
J

J∑
j=1
|Houtj |2

 .

(4.15)

The swept-sine methods bear the advantage that
they can be carried out in a standardized and auto-
mated procedure with no user interaction required.
In addition, practice showed that the system worked
best and most robust if only outputs are equalized.

Minimum-phase filters are derived from the mea-
sured magnitude spectra in Matlab3, based on the
method of Smith (2010, pp. 297–303)4. What
follows below is a description of the operation of
creating a minimum-phase filter from an arbitrary
magnitude spectrum |S(jω)|, as depicted previously
by MP{|S(jω)|}. The desired magnitude spectrum
|S(jω)| may be constructed from a single recording
or impulse response via fast Fourier transform (FFT)
or a combination of different magnitude spectra:

1. Low- and high-pass filtering. Below a mini-
mum frequency fmin (e.g., set to 300 Hz for
the exciters, according to their lower cutoff fre-
quency, see Fig. 4.12) and above a maximum
frequency fmax, the magnitude is either faded
to zero with −48 dB per octave or set to stay
constant at the value of the cutoff frequency.
In case of the exciters, this ensures that the
inverse filter does not try to boost low frequen-
cies which just don’t exist. The result is the
desired magnitude spectrum of the final filter.

2. Regularization. The final filter is going to be
applied by convolution whose computational
effort grows with the length of the filter. The
filter length can be shortened by smoothing the
spectrum so that less coefficients are needed
to achieve it. For that purpose we apply a 1/8-
octave smoothing on the magnitude spectrum.

3MathWorks Matlab: https://mathworks.com
4a digital copy is available online:

https://ccrma.stanford.edu/~jos/pasp/Fitting_
Filters_Measured_Amplitude.html

3. Get minimum phase filter. The final filter must
be stable and causal and exhibit a low latency,
i.e., group delay. This is achieved by a filter
whose poles and zeros are all within the unit
circle, i.e., their radius is below 1. Such a filter
is said to be minimum phase. The real-valued
magnitude spectrum is converted to a com-
plex-valued minimum phase spectrum via the
cepstral method which mirrors the coefficients
to the inside of the unit circle. (Smith 2010,
pp. 297–303)

4. IFFT. The inverse FFT yields the impulse re-
sponse of the filter in time domain.

5. Cropping and Fading. The impulse response
is cropped at the point where its envelope
reaches −60 dB of its maximum value (i.e., at
the −60 dB decay time). This is assumed to
be sufficient for the given purpose. Finally, a
fade-out is applied to the impulse response.
It has the shape of half a period of a raised
cosine (i.e., the second half of a symmetric
Hann window) and spans the last 10 % of the
impulse response.

4.3. Measurements
For the measurements, the same apparatus was
used as described in Sec. 4.1. Measurements
were performed in an acoustically treated room of
6.20 m× 4.33 m× 3.43 m (length×width× height)
size.

As the room still exhibits some audible resonances,
a pair of Neumann KM140 microphones was used
for airborne sound measurements; their cardioid
directivity pattern is assumed to suppress the influ-
ence of the room more than would be the case with
omnidirectional measurement microphones.
Impulse response measurements were performed

with the exponential sine sweep (ESS) method (Fa-
rina 2000). The sine sweep signal was generated in
Matlab and saved as a PCM wave-file in 32 bit float-
ing point format. The procedure is mainly based
on the Pd5 implementation by Vetter and Rosario
(2011).

The sweep spans 14 octaves, from 1.35 Hz to
Fs/2 (Fs is the sampling frequency), with 7 s du-
ration; a fade-in is applied during the first octave.
This ensures that ripple between 4 Hz and 20 kHz
lies below ±0.1 dB for measured magnitude spectra.
5Pure Data (Pd): https://puredata.info
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Figure 4.12.: Smoothed magnitude spectra of the
structure-borne exciters, measured with airborne
microphones (with arbitrary normalization). Chan-
nel 05 is the center exciter.

Fade-out was found to be unnecessary. The sweep
starts and stops at a zero-crossing. The inverse
sweep for deconvolution is a time-reversed version
of the original sweep, including additional frequency-
dependent amplitude compensation to account for
the pink spectrum of the original sweep. Each mea-
surement was performed 5 times for improved SNR.
The measurements were carried out in Pd and

processed in Matlab. First, the repetitions are av-
eraged in time-domain. Then the averaged sweep
recording is deconvolved with the amplitude-com-
pensated inverse sweep. Only the causal part of
the result is taken as impulse response. The im-
pulse responses are normalized to the maximum of
all channels within each type (exciter to structure-
borne microphone, exciter to airborne microphone,
loudspeaker to airborne microphone), so that the
maximum equals 0 dBFS.

As a by-product, the maximum of the cross-corre-
lation between the original sweep and its recording
yields the round-trip latency of the entire signal
chain including D/A- and A/D-conversion.
Magnitude spectra of the signal path between

exciters and airborne microphones are shown in
Fig. 4.12; between exciters and contact microphones
in Fig. 4.13, with 1/24-octave smoothing. Fig-
ure 4.14 shows the magnitude spectra of the inverse
filters of the structure-borne exciters that are used
for equalization. Inverse filters of the contact mi-
crophones are shown in Fig. 4.15. The signal path
between the 5 exciters and one exemplary contact
microphone is shown in Fig. 4.16.
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Figure 4.13.: Smoothed magnitude spectra of the
piezos, estimated via sine sweeps from exciters (with
arbitrary normalization). Plots for the individual
piezos, averaged over exciters.
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Figure 4.14.: Magnitude spectra of the inverse filters
Houtj (with arbitrary normalization), designed to
equalize the frequency response of the structure-
borne exciters.

The round-trip latency of the system is the time
that an analog vibration of the plate takes to pass
the complete signal chain including the analog path
from the piezo disk to the A/D-converter, the digital
block-processing, D/A-conversion, electrical signal
path to the structure-borne exciter, and the travel-
ing wave from exciter back to piezo. In theory, this
round-trip latency could be directly derived from
the measured impulse responses between exciters
and piezos. In practice, however, the measurements
have been performed with a different software (im-
plemented in Pd) and even different buffer size of
the audio driver (for stability and precision instead
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Figure 4.15.: Magnitude spectra of the inverse fil-
ters Hini (with arbitrary normalization), designed
to equalize the frequency response of the contact
microphones.

of low latency), without passing the whole system.
The round-trip latency of the whole auditory aug-
mentation system is therefore derived from the opti-
mal delay of the feedback cancellation system (see
Sec. 4.6.3). For the longest signal path (longest
distance between exciter and piezo) it equals 176
samples or 3.7 ms.

4.4. Spatialization and
low-frequency extension

Each input channel, i.e., piezo-electric contact mi-
crophone, is processed separately and then spatial-
ized to the output channels, i.e., structure-borne
exciters. The positions of piezos and exciters on
the interface plate are given in Tab. Tab. 4.1. Spa-
tialization of piezos to exciters is realized via dis-
tance-based amplitude panning (DBAP), following
its original definition by Lossius et al. (2011).
DBAP delivers individual gain factors based on

the distances between the I sources and J speakers.
Each distance dij between the i-th source and the
j-th speaker is defined as

dij =
√

(xi − xj)2 + (yi − yj)2 + (zi − zj)2 + r2
s

(4.16)

where (xi, yi, zi) and (xj , yj , zj) are the Cartesian
coordinates of source and speaker, respectively. The
additional parameter rs≥0 m controls the hypothet-
ical size of the source by adding spatial blur.
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Figure 4.16.: Smoothed magnitude spectra of the
signal path between exciters and the 3rd contact
microphone (center left), with arbitrary normaliza-
tion. Channel 05 corresponds to the center exciter.

Table 4.1.: Coordinates of inputs (contact micro-
phones) and outputs (structure-borne exciters), rel-
ative to the upper left corner, in mm.

inputs
i xi yi

1 20 20
2 574 20
3 175 210
4 419 210
5 20 400
6 574 400

outputs
j xj yj

1 97 115
2 497 115
3 97 305
4 497 305
5 297 210

The individual gain for each pair of source and
speaker, i.e., the gain of source i for speaker j is
given by

gij = dij
−a/ki (4.17)

where a describes the loss per distance

a = R/20 log10(2) (4.18)

with roll-off R ≥ 0 dB which defines the loss per
distance doubling in dB. All gains concerning one
source i are normalized by

ki =

√√√√ J∑
j=1

dij
−2a (4.19)

to achieve constant sound intensity irrespective to
the source position.
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For AltAR/table, we use a roll-off R=6 dB, and
an effectively negligible source size rs=1 mm.
The measurements of the previous section re-

vealed that the exciters are not able to radiate suf-
ficient power at frequencies below 200 Hz. The fre-
quency range is therefore extended down to around
70 Hz by two Genelec 8020CPM loudspeakers. Fre-
quency crossover is set to 250 Hz through 2nd-order
low-pass filters for exciter outputs and 2nd-order
high-pass filters for loudspeaker outputs. The ex-
citer channels are distributed to the loudspeakers
by a simple cosine panning law which preserves
constant power.

4.5. Subtractive modal
synthesis model

The main purpose of the AltAR platform is to host
the physical model of a rectangular plate, i.e., to cap-
ture the original auditory feedback, feed it through
the model plate, and project the augmented audi-
tory feedback into the physical environment of the
user. The physical model itself has already been
explained in Ch. 3. We will now briefly describe
its application, implemented in the SuperCollider 3
language.

The individual resonances are created via subtrac-
tive modal synthesis, based on a bank of parallel
Smith-Angell resonators (see Sec. 3.3.2.3), each
with an individual gain, frequency, and Q-factor.
All resonators are fed with the same input signal;
their outputs are summed. The physical model it-
self can also be regarded as a parameter conversion
that maps from physical parameters to interme-
diate sound parameters that are rendered by the
resonators.
The computation of natural frequencies f0,mn

and Q-factors Qmn follows the procedure of
Sec. 3.2.5 and 3.2.6. Filter frequencies are set
so that the peak occurs at ωr, while both gain
and frequency are fine-tuned via the ratio ω0/ωd
(see Sec. 3.3.2.3). The input gain Gin,mn includes
the amplitude weights due to indentation hardness
(Sec. 3.2.9) as well as excitation position and modal
mass (Sec. 3.2.7). The output gain Gout,mn de-
scribes the radiation efficiency (Sec. 3.2.10). The
model parameters are set either by external data or
by the graphical user interface shown in Fig. 4.17.
Each time a model parameter is changed, the

dependent sound parameters are updated and sent
to filters in the real-time synthesis engine that runs

on the SuperCollider server. An exponential lag of
50 ms per 60 dB for all sound parameters ensures
smooth transitions. Morphing between model plates
of different physical parameters is possible by contin-
uous transitions between the individual parameter
values. For some parameters such as boundary con-
ditions, however, it is difficult to morph between
two states. In such cases it is possible to convert
both models to the sound parameter domain and
morph these instead. In both cases, only one in-
stance of the synthesis model is needed. Another
morphing strategy is to cross-fade between two or
more sound models. For that purpose, AltAR uses
different layers to be rendered simultaneously. In
addition, different models can be used for different
spatial regions of the interface plate, each defined
by arbitrary polygons of vertices. These are called
zones. The excitation signal is routed to all zones
which cover the current excitation position. Every
zone may exhibit one or more layers which may
consist of one or more models.
The overall impulse response of the parallel res-

onator filterbank is simply the sum of the impulse
responses of the individual resonators. For an exem-
plary aluminum plate, the overall magnitude spec-
trum of the resonator filterbank is shown in Fig. 4.18.
Destructive additions lead to notches between res-
onances, depending on the phase responses of the
filters. While the exact phase responses and thus
notch frequencies differ from those of an actual
physical plate, this has only minor impact on the
perceived sound. The effect of the notches can be
reduced by alternating the sign between the individ-
ual signals before summation, as was proposed by
Noisternig (2017) for gammatone filterbanks.

4.6. Noise and feedback control
AltAR/table is a rather unstable feedback system.
Not only it implements a closed loop between con-
tact microphones and exciters through the same
physical plate, but it even inserts about one hun-
dred steep resonant filters within that loop. Without
some sort of noise and feedback control, it already
blows up by its internal noise, before even touching
it.

To suppress noise in irrelevant frequency regions
below 80 Hz and above 10 kHz, the input signal is
pre-conditioned by 2nd-order high-pass and low-pass
filters, respectively. In addition, a simple noise gate
is set just above the noise level to make sure that
the system stays quiet if unused.
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Figure 4.17.: Graphical user interface for the physical parameters of AltAR/table.

The unstable feedback loop is controlled in four
different ways. The most prominent source of howl-
ing is created by the resonators themselves. These
are addresses in Sec. 4.6.1. The three remaining
stages comprise frequency shifting (Sec. 4.6.2), feed-
back cancellation (Sec. 4.6.3), and feedback sup-
pression (Sec. 4.6.4).

4.6.1. Anti-resonator
If we look at the magnitude response of the system
in Fig. 4.18, it is pretty obvious that howling is
most likely to occur at the resonant frequencies
themselves. We therefore seek a filter which reverts
the magnitude response of the resonator filterbank
at the input, as shown in Fig. 4.19. The analytic
inversion of a parallel IIR filterbank is not trivial,
and the fact that the coefficients of the individual
resonators need to be constantly updated, makes
an FIR approximation rather complicated, especially
with their long impulse responses. We therefore
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Figure 4.18.: Overall magnitude spectrum of the
summed resonators for an aluminum plate.

try a different approach. The parallel resonators
are equalized by a bank of serial notch filters, so
that in consequence, if both filterbanks are applied
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“The world’s most expensive patch cable.”
— R. Höldrich, 2017

u(t) HR
−1 HR v(t)

Figure 4.19.: The principle of resonator HR and
anti-resonator H−1

R .
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Figure 4.20.: Magnitude responses of a resonator
(fr=1 kHz, Q=100, gain of 40 dB) together with
its matched peak EQ, notch EQ (anti-resonator)
and the combination of resonator and notch EQ.

one after another, the magnitude of the resonator
filterbank is clipped at a settable threshold level.
The desired transfer function of this anti-resonator
is therefore

HA = 1
1 +HR/gRT

, (4.20)

where gRT is the threshold gain. The anti-resonator
must match the magnitude response of the res-
onator in the frequency range above the threshold,
independent of the actual threshold value. This is
achieved by a 2nd-order constant-Q peaking EQ
filter (see Pirkle 2019, pp. 279–280). Between posi-
tive and negative gains, the magnitude response of
the filter is simply mirrored around 0 dB; the gains
are set to

gAmn = gRT
gRmn

, (4.21)

where gRmn is the combined input and output
gain of mode m/n which includes all gains from
Sec. 3.2.7 except those connected to excitation
position—otherwise howling might occur if the ex-
citation position changes after an impact.

Figure 4.20 exemplarily shows the magnitude re-
sponses of one resonator, its matched anti-resonator,
and their combination. The anti-resonator obviously
just makes the resonator obsolete. In Sec. 4.6.2,
a frequency shift is therefore introduced between
both filterbanks.

While this might work almost perfectly for a sin-
gle pair of resonator and notch filter, the channel
crosstalk between neighboring (parallel) resonators
is overestimated by the (serial) notch filters. In
case of high modal density, this leads to extreme
attenuation of the signal, way down below quanti-
zation noise, so that a recovery is impossible. In
practice, the Smith-Angell resonators have almost
negligible crosstalk, so that their individual peak
gains can be assumed to stay equal after summation.
We therefore seek the optimal gains of a peaking
filterbank, i.e., the gains we need to set so that
the true peak gains match those of the resonator
filterbank. The reciprocal optimal gains are then
the command gains of the notch filterbank. Abel
and Berners (2004) proposed to retrieve the optimal
gains by solving the system of linear equations that
can be created from the magnitude responses of the
resonators evaluated at their peak gains (see also
Välimäki and Reiss 2016, pp. 14–17). Note that we
are only interested in peak gains and assume that
the frequency regions in between will automatically
be sufficiently matched.
The vector of command gains gc describes the

peak gains gR,mn in dB, written as a row vector:

gc = 20 log
(

[gR,01 gR,02 ... gR,MN ]T
)

(4.22)

with a length equal to the total number of modes
K=M ·N .

The results are even better if the command gains
include the crosstalk between resonators. Assuming
the worst case of in-phase interference, the true
peak gains in dB are then the sum of the K individ-
ual magnitude responses evaluated at the observed
resonant frequency ωrk:

gRk = 20 log
K∏
k=1
|HRl(ωrk)| . (4.23)

The matrix of filter gains B is constructed by
evaluating the magnitude responses of the anti-
resonators in dB at all peak frequencies for a gain
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of 1 dB:

B =

20 log

 |HA1(ωr1)| |HA1(ωr2)| . . .
...

. . .
|HAK(ωr1)| . . . |HAK(ωrK)|


(4.24)

with the magnitude response |HAk| and peak fre-
quency ωrk of anti-resonator k. All elements of
the main diagonal are always equal to 1; non-zero
elements besides the main diagonal describe over-
lap, i.e., crosstalk, between filters. For more precise
results at high gains, the frequency responses may
also be retrieved for an arbitrary value; the gain
matrix is then divided by that value.

The optimal gains become

gopt = B−1gc . (4.25)

The inverse matrix only needs to be updated if
peak frequencies or Q-factors are changed. In case
of identical filter frequencies or high bandwidths,
B might become singular and thus non-invertible,
which requires additional regularization. In the lack
of a proper linear equation solver in SuperCollider,
the command peak gains, peak frequencies, and
Q-factors are sent via open sound control (OSC)6
to a Python script which evaluates the magnitude
responses and solves the linear system in a least
squares sense.7 The resulting optimal gains are then
sent back. We already know that the optimal gains
must be lower than zero (no amplification), and
higher or equal to the command gains (no over-
reduction). These bounds are set as constraints
to the linear solver; further regularization is then
no longer required. A mere matrix inversion would
not allow such constraints, making the use of an
iterative solver necessary. If parameters are changed
constantly, a realistic plate with 100 modes leads to
high computational effort for the linear least-squares
solver. As the audio signal processing can only run
on a single processor core; however, the remaining
cores of recent CPUs anyway have idle capacity
for that task. Figure 4.21 shows the magnitude
response of the anti-resonator filterbank with and
without gain optimization.
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Figure 4.21.: Magnitude response of the optimized
notch filterbank for the resonator filterbank shown
in Fig. 4.18. The grayed-out spectrum shows the
raw notch filterbank without gain optimization.

u(t) + HA f ↑

frequency shift

HR v(t)

Figure 4.22.: Block diagram including feedback sup-
pression.

4.6.2. Frequency shifting
One strong tool for howling prevention is frequency
shifting (see, e.g., Berdahl and Harris 2010). The
benefit, however, is at the cost of inharmonic distor-
tion. In our case of broadband impact sounds, this
cost is acceptable. We anyway need the frequency
shift for an entirely different reason: to move the
signal energy that remains after the anti-resonator
towards the relevant frequency range of the res-
onator, according to the block diagram in Fig. 4.22.
In case of equidistant resonant frequencies, i.e., a
harmonic relationship between partials, a shift by
half the base frequency moves the remaining energy
straight into the resonant frequencies. However, for
the modeled plates, only statistical considerations
are possible.
The search for an optimum value requires a sec-

ond objective to be taken into account. In general,
the larger the frequency shift fshift, the larger the
maximum stable gain (MSG) (Berdahl and Harris
2010). It was reported that an optimal value for the
6open sound control (OSC):

https://opensoundcontrol.stanford.edu/
7using lsq_linear from scipy.optimize
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frequency shift fshift is half the average frequency
distance between two magnitude peaks in the spec-
trum of the room response (Waterschoot and Moo-
nen 2011). For an average room, this inter-peak
difference is about 10 Hz, leading to fshift = 5 Hz,
which is almost inaudible for speech and music sig-
nals, and may lead to an increased MSG by up to
14 dB (Waterschoot and Moonen 2011). Berdahl
and Harris (2010) reported that the increase in
MSG was high for cardioid microphones (3.5 dB for
fshift = 8 Hz), but low for hearing aids (2 dB for
fshift =30 Hz). In case of bars and plates, the differ-
ence between resonances can easily reach 200 Hz,
which confirms our informal tests which led to an
optimal fshift≈100 Hz—still barely audible for the
broadband excitation signal of the impact.
The frequency shift is performed via single side-

band modulation (SSB), where all frequencies are
shifted by a fixed amount.8 Pitch shifting instead of
frequency shifting would preserve the harmonic rela-
tionships between partials; however, low frequencies
wouldn’t be sufficiently shifted, thus limiting the
performance of feedback suppression (Berdahl and
Harris 2010).
For SSB, instead of an actual Hilbert transform,

the input signal is fed into a pair of all-pass fil-
ters whose outputs are approximately 90◦ out of
phase (both different from the original), and conse-
quently interpreted as the real and imaginary part of
a complex signal. A (complex) multiplication with
a (complex) sinusoid with frequency fshift leads to
a frequency shift of the input signal by exactly that
amount. If HR(f) describes the complete trans-
fer function of the system without frequency shift,
the transfer function including the frequency shift
becomes

HR,f↑(f) =
+∞∏
n=1

HR(f + nfshift) . (4.26)

Wherever the magnitude |H| of the overall system is
greater than 0 dB, the output grows with each cycle
around the loop, leading to unstable behavior. The
frequency shift spreads the energy across frequencies
and thus reduces such peaks so that they may be
pulled below 0 dB, hence stabilizing system.

4.6.3. Feedback cancellation
Due to the strong coupling between contact mi-
crophones and structure-borne exciters through the
8for real-time implementations see FreqShift in SuperCol-
lider or example H09.ssb.modulation.pd in Pd.

HP + Hin M v(t)
e(t) u(t)

HFB

feedback

H̃FBz−Ds

feedback subtraction

−

Figure 4.23.: Block diagram of the feedback cancel-
lation.

interface plate, simple feedback suppression is not
enough. Instead of just fixing the symptoms of the
existing feedback, it would be better to completely
prevent it from happening. For that purpose, the
feedback path is subtracted from the input signal
u(t), in order to reconstruct the true excitation sig-
nal e(t) without feedback. The general concept
of this form of feedback cancellation is depicted in
Fig. 4.23.
The hardware can be assumed to be time-in-

variant, so that a single measurement of HFB is
sufficient. Note that this is actually a MIMO (mul-
tiple input, multiple output) system with J outputs
(exciters) and I inputs (contact microphones), so
that J sweeps are necessary to obtain the I×J im-
pulse responses. The required measurements have
already been carried out in Sec. 4.3 for equalization,
and can be re-used for the additional purpose.

The beginning of the measured impulse responses
hFBji is cut at 32 samples before the shortest signal
path delay, so that individual latency differences
remain, but additional time is gained for the par-
titioned convolution. The remainder is truncated
at 1024 samples; the first 16 samples are faded in
and the last 10 % are faded out with a raised-cosine
envelope.

As the measurements are performed with a differ-
ent software setup than the auditory augmentation
(Pd instead of SuperCollider), the measured round-
trip latencies are not transferable. A rough guess
is based on the difference in block size as well as
the partition size used for partitioned convolution
with the measured impulse responses. The global
time delay Ds and subtraction gain gs are fine-tuned
by hand so that u(t) is minimized if pink noise is
sent to all outputs at once. The feedback cancel-
lation can be adjusted to affect only frequencies
up to a specific frequency by including a low-pass
filter in the feedback cancellation path. This filter,
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however, needs to be ideal zero-phase (i.e., ideal),
hence non-causal, and is therefore already applied
within pre-processing in Matlab9. In the end, the
feedback cancellation proved stable and effective
over the whole frequency range, so that filtering
was not even necessary.

4.6.4. Notch filters

Finally, after activation of the complete system
including equalization filters, resonators, anti-res-
onators, frequency shift, and feedback cancellation,
additional howling frequencies can be found in the
way a sound engineer would do it: by sending pink
noise to the outputs and raising the level until howl-
ing occurs. As soon as an additional notch filter
at the howling frequency is inserted into the signal
path, the process is repeated to find more howl-
ing frequencies. The system is ready to use if the
noise signal can be played back at an adequate level
without howling.

4.7. Tracking of contact
position and hand damping

From everyday life, we know already that any phys-
ical object usually sounds different at different ex-
citation positions. In musical instruments, we take
advantage of this behavior by deliberate control of
the plucking or striking position for musical expres-
sion. In Sec. 3.2.7, we learned that this location-
dependent timbre is evoked by the shapes and thus
amplitudes of the individual modes at the excitation
position. For realistic and thus plausible auditory
augmentation, this sonic behavior needs to be taken
into account. For that purpose, the excitation po-
sition, i.e., the tip of the finger, mallet, or pen,
is tracked in order to pass the coordinates to the
physical model in real time via OSC. At different
stages during the development of AltAR/table, we
tried different tracking techniques. While marker-
based infrared tracking offers the highest precision,
the less professional solutions don’t require such
cumbersome infrared-reflective markers.

In addition, some of the solutions make it possible
to detect damping by the flat hand, which raises
the amount of realism to the next level.

Figure 4.24.: Optical multi-touch frame.

4.7.1. Markerless position tracking
It would be perfect, if position tracking could be
done precisely without being noticed by the user.
With infrared cameras that achieve motion sensing
through structured light or time of flight calcula-
tions, such position tracking is possible. One of the
first pilot studies of the augmented table, the Audi-
tory Coloring Book (described in detail in Sec. 8.1.2)
makes use of this technology (see also Weger et
al. 2018). For that purpose, markerless optical
tracking was realized with the Microsoft Kinect v2
sensor. The actual identification of the tip of the
pen was done in Processing with KinectPV210 and
OpenCV11 libraries. Based on the results of the pi-
lot study, however, we came to the conclusion that
a more robust and accurate solution is necessary.

For our 2D interface plate, we do not necessarily
need the height information. A 2D position tracking
similar to a touch screen is already enough. We
therefore use a NECO 32 inch IR multi-touch over-
lay frame (see Fig. 4.24) that allows simultaneous
tracking of up to 10 individual points ≥5 mm in size.
The frame itself is constructed from aluminum bars
of 19 mm width and 8.7 mm thickness, with effec-
tive tracked region of 702.1 mm× 395.3 mm, and is
usually intended to be attached on top of ordinary
TV or computer screens. It is connected via USB 2
and delivers HID-compatible data encoded in the
multi-touch protocol12 which includes positions as
well as sizes of the tracked fingers (or any other
objects) as soon as they are located in the tracked
space within the frame. A Python script is used to
grab the device in order to prevent the operating
system from instantly using it, and to transform the
raw pixel coordinates into normalized coordinates
(between 0 and 1 in both directions) and forward

9via the filtfilt function
10KinectPV2 for Processing:

https://github.com/ThomasLengeling/KinectPV2
11OpenCV for Processing:

https://github.com/atduskgreg/opencv-processing
12Multi-touch (MT) protocol:

e.g., https://www.kernel.org/doc/html/latest/input/
multi-touch-protocol.html
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Figure 4.25.: Pencil with infrared-reflective markers.

it to SuperCollider via OSC. The source code is
available in Source 4.1./

The position of the most recently detected point
is taken as the current excitation position. For each
point, the major and minor axis of an assumed ellip-
tical shape are included in the multi-touch protocol.
Based on the physical frame dimensions, we are
therefore able to retrieve the area of each ellipse as
an estimate for the point size. The precision is not
sufficient to distinguish the type of interaction (e.g.,
tip of the finger vs. fingernail vs. pen), but suffices
for detecting the heel or palm of the hand. The
sizes of all detected points are summed; the result is
then mapped to the additional damping, simulating
continuous hand contact. This enables users to
dampen the model plate in a realistic manner while
interacting naturally with the interface plate.

4.7.2. Marker-based position tracking
Highest speed and accuracy is delivered by marker-
based infrared tracking, on the cost of reflective
markers. We use it only for tool-mediated inter-
action, namely through a ballpoint pen that is
equipped with markers as shown in Fig. 4.25. In
case of the Exploration Table prototype in Sec. 7.3.2,
a soft mallet was used. Only such prepared tools
are able to be tracked; the detection of hand con-
tact is not possible. In the scope of this work we
use 8 OptiTrack Flex 13 cameras together with the
Motive:Body software running on a dedicated PC.
The real-time tracking data is forwarded to OSC by
a small wrapper application13.
OptiTrack tracks so-called rigid bodies that are

constructed of three or more infrared-reflective mark-
ers. The absolute position that is sent in Cartesian
coordinates is the centroid of all associated markers.
While three are sufficient to define position and
rotation, a fourth marker is usually added for redun-
dancy. Arranged in a plane, the centroid or center
13pyNatNat: https://git.iem.at/tracking/pyNatNat,

NatNat: https://git.iem.at/tracking/NatNat
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Figure 4.26.: Coordinate transformations of tracked
pencil and table.

of mass equals the intersection point of the two
bimedians (i.e., the lines joining the center points
of two opposing sides). The absolute orientation,
relative to the default orientation upon creation, is
given in form of a quaternion.
Besides the tool, also the interface plate is

equipped with markers to be tracked as rigid-body
object. We will denote the absolute center posi-
tions of tool and table as ptool and ptable, while the
orientation is rewritten as 3× 3 rotation matrix14
Rtool and Rtable for tool and table, respectively.
Figure 4.26 illustrates the positions and rotation of
tool and table within the global coordinate system.
In the default orientation, the difference ∆ptool

in Cartesian coordinates between the tip of the
tool and the centroid of the attached markers is
measured. In case of the interface plate, ∆ptable
describes the difference between the coordinates of
the upper left corner and the centroid of all markers.
These calibration measurements are carried out by
hand.

What we actually want is the excitation position,
i.e., the position of the tip of the tool, relative to
the upper left corner of the interface plate. The
absolute position of the tip is

ptip = ptool + (Rtool ·∆ptool) . (4.27)

This position is further transformed by the table to

14Conversion algorithms between quaternion and rotation
matrix are adopted from the JavaScript 3D library
three.js: https://github.com/mrdoob/three.js
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Figure 4.27.: Pressure sensing via load cells.

retrieve the excitation position

pex = R−1
table · (ptip − ptable) + ∆ptable . (4.28)

The resulting coordinate pex describes the position
(in m) relative to the position and orientation of
the upper left corner of the interface plate. The
x- and y-axis are finally normalized, i.e., divided
by the interface dimensions, to be forwarded to
the physical model via OSC, thus controlling the
excitation position. The z-axis (height) is kept in
physical units; it is used in the experiment in Sec. 5.2
for detecting contact between pen and plate.

4.7.3. Pressure sensing
In order to allow damping by the palm of the hand
even in case of marker-based tracking, AltAR|table
is extended with the possibility of pressure sens-
ing. A pair of load cells with working range up to
5 kg is placed below the front corners, as shown in
Fig. 4.27. They are connected to an Arduino Pro
Micro microcontroller via a pair of HX711 24 bit
A/D-converters. Both sensors act as an electronic
balance, powered via USB. The microcontroller is
programmed using the Arduino language to provide
a Universal Plug and Play (UPnP) USB MIDI de-
vice forwarding both load values as separate Control
Change (CC) messages. The balances are set up
and zeroed at startup, automatically adapting to
the default load of the interface and possibly placed
objects./ The source code is available in Source 4.2.

4.8. Discussion
With AltAR, we now have the technology to create
plausible auditory augmentations for any rectangular
flat surface. The most obvious use case is the
augmented table. A demonstration video is provided
in Source 4.3.r The source code will be successively
published in Source 4.4/ .

Practical applications in the form of sonifica-
tions based on AltAR/table (or parts of it) com-
prise the Mondrian table and the auditory coloring
book in Sec. 8.1, as well as the prototypes for
augmented writing (Sec. 7.3.1), exploratory data
analysis (Sec. 7.3.2), and assisted object positioning
(Sec. 7.3.7).

In the following chapter (Ch. 5), we will examine
the perception of physical properties of rectangu-
lar plates: by robots listening to impact sounds
(Sec. 5.1), by humans interacting with the Al-
tAR/table (Sec. 5.2), and by humans listening to
impact sounds (Sec. 5.3).

Bibliography
Abel, Jonathan and David Berners (2004). “Filter

Design Using Second-Order Peaking and Shelving
Sections”. In.

Alcan Composites (2006). Technisches Datenblatt
DIBOND. ALCAN.

Berdahl, Edgar and Dan Harris (2010). “Frequency
Shifting for Acoustic Howling Suppression”. In:
International Conference on Digital Audio Effects
(DAFx). Graz, Austria.

Bovermann, Till, René Tünnermann, and Thomas
Hermann (Apr. 2010). “Auditory Augmentation”.
In: International Journal of Ambient Computing
and Intelligence 2.2, pp. 27–41. doi: 10.4018/
jaci.2010040102.

Farina, Angelo (2000). “Simultaneous measure-
ment of impulse response and distortion with a
swept-sine technique”. In: AES Convention. Paris,
France: Audio Engineering Society.

Lossius, Trond, Pascal Baltazar, and Théo de la
Hogue (2011). “DBAP - Distance-Based Ampli-
tude Panning”. In: International Computer Music
Conference (ICMC).

Noisternig, Markus (2017). „Breitbandige
Signalaufbereitung in Ein- und Mehrkanal-
Mikrofonanwendungen“. Diss. Universität für
Musik und darstellende Kunst Graz.

Pirkle, Will C. (2019). Designing Audio Effect Plug-
ins in C++. 2nd ed. Routledge. isbn: 978-0-429-
49024-8.

Smith, Julius Orion (2010). Physical audio sig-
nal processing: For virtual musical instruments
and audio effects. W3K publishing. isbn: 978-0-
9745607-2-4.

Välimäki, Vesa and Joshua Reiss (May 6, 2016). “All
About Audio Equalization: Solutions and Fron-

98

https://github.com/m---w/HX711_MIDI
https://phaidra.kug.ac.at/o:126460
https://github.com/m---w/altar
https://doi.org/10.4018/jaci.2010040102
https://doi.org/10.4018/jaci.2010040102


4.8. Discussion

tiers”. In: Applied Sciences 6.5. doi: 10.3390/
app6050129.

Vetter, Katja and Serafino di Rosario (2011). “Ex-
poChirpToolbox: a Pure Data implementation of
ESS impulse response measurement”. In: Pure
Data Convention. Weimar, Germany.

Waterschoot, Toon van and Marc Moonen (Feb.
2011). “Fifty Years of Acoustic Feedback Con-
trol: State of the Art and Future Challenges”. In:
Proceedings of the IEEE 99.2, pp. 288–327. doi:
10.1109/JPROC.2010.2090998.

Weger, Marian, Thomas Hermann, and Robert
Höldrich (June 2018). “Plausible Auditory Aug-
mentation of Physical Interaction”. In: Interna-
tional Conference on Auditory Display (ICAD).
Houghton, Michigan, pp. 97–104. doi: 10 .
21785/icad2018.024.

– (2022). “AltAR/table: a platform for plausible
auditory augmentation.” In: International Confer-
ence on Auditory Display (ICAD). Virtual Confer-
ence.

99

https://doi.org/10.3390/app6050129
https://doi.org/10.3390/app6050129
https://doi.org/10.1109/JPROC.2010.2090998
https://doi.org/10.21785/icad2018.024
https://doi.org/10.21785/icad2018.024




5. Auditory perception and information
capacity of rectangular plates

g

∑N

n=1 Ane
−αnt sin (ωnt+ φn)

?

Figure 5.1.: How many bits fit in a rectangular plate?

<
Parts of this chapter are published in a more condensed
form by Weger, Aurenhammer, Hermann, and Höldrich
(2022).

In the previous two chapters, we created a novel au-
ditory display that modulates the sonic appearance
of a table in order to convey additional information.
It uses a physical sound model to simulate the sound
of a rectangular plate to simulate arbitrary physical
parameters. How much information can be trans-
mitted by this method? And more importantly, how
much of the transmitted information are we able
to perceive? This question is illustrated in Fig. 5.1.
In other words, we want to know the information
capacity of rectangular plates. We do not expect
that the dimensions of a plate can be perceived as
precise as the pitch of a sine tone. Nevertheless,
we argue that for physical parameters, listeners can
draw on their experience from everyday life, so that
less training is required. Furthermore, people might
even be able to absolutely identify different materi-
als or shapes. In an auditory display on an otherwise
continuous scale, such absolutely identified discrete
levels might serve as anchor points for the user.
In order to answer our research questions, we

will first examine how the physical properties of a
rectangular plate are encoded in the their sound,
and how this physical information may be extracted
by means of an algorithm for robotic auditory per-
ception (Sec. 5.1). A two-dimensional auditory
augmentation using length and aspect ratio, based
on the AltAR/table platform is evaluated in Sec. 5.2.
A follow-up listening experiment using pre-rendered
sounds then investigates a three-dimensional display
that employs aspect ratio, metallicity, and rigidity
(Sec. 5.3). General conclusions on the informa-

tion capacity of plausible auditory augmentations
of rectangular plates are drawn in Sec. 5.4.

5.1. An algorithm for robotic
perception of material and
dimensions of rectangular
plates

<

This section is based on research performed by Czuka
(2021) as part of his master thesis under my supervision,
building on my original ideas. A summary article in
German is provided by Czuka, Weger, and Höldrich
(2021).

“Zillions have been spent to improve long-range
underwater detection, but when some stum-
bling crew member in a submerged submarine
(...) drops a wrench, only the human listener
can identify the unexpected sound”

— Schroeder (1976, p. 184)

Great advances have been made in the robotic
perception of material since the early attempts of
Wildes and Richards (1988) and Krotkov (1995)
(see Sec. 2.4 for a summary). However, since the
high availability of machine learning algorithms such
as deep neural networks, it seems that researchers of
this new era sometimes forget the profound knowl-
edge on acoustics that has been accumulated by
generations of researchers until now. In Ch. 3 we
derived a detailed physical model of plates and bars.
We wonder what performance a detection algorithm
could achieve if it could draw on all this knowledge.

In addition, not every combination of physical pa-
rameters of the model is actually physically feasible.
For example, glass plates are extremely difficult to
produce at larger thicknesses without cracking, due
to thermal stress in the casting process. Such limits
of physical feasibility can be applied to all model pa-
rameters. The previously unlimited parameter space
is thus limited to a region that is physically feasible
by means of strict laws of nature, but also the cur-
rent state of human development, concerning the
limits of state-of-the-art manufacturing processes.
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This physically feasible parameter space can be
further reduced by incorporating knowledge on the
context such as environmental and cultural pecu-
liarities. For example, in a densely-populated urban
environment, wood and stone exist predominantly
in cuboid shape, in form of planks or blocks. Con-
trary to their natural appearance, mainly in form of
branched rods of wood in a forest, or raw lumps of
rocks in the mountains. Similar to size or shape,
also specific materials might dominate in a certain
region or context while it is unlikely to find them
in another. Different to the somehow hard limits of
physical feasibility, this context-dependency is better
described in terms of probabilities. It is absolutely
possible to find a gold bar on the streets, but this
is expected to happen with rather low probability.
We therefore propose an algorithm for robotic

auditory perception of material and dimensions of
rectangular plates, that exploits the knowledge of
physical sound generation by incorporating the phys-
ical model described in Ch. 3 as well as feasibility-
and context-dependent probabilities of certain com-
binations of physical parameters. This approach is
intended to investigate what kinds of information on
the physical object can be extracted from a single
sound, resulting from an impact. In addition, by
comparing the results with those of human listeners,
we expect insights on human perception of physical
properties.

In analogy to the implemented sound model, we
assume that a single impact by a mallet produces a
sound s(t) that can be decomposed in the form

s(t) =
N∑
n=1

Ane
−αnt sin(ωnt+ φn) , (5.1)

where n is an arbitrary mode number that denotes
modes in ascending order with respect of their an-
gular frequency ωn=2πfn.

A person who explores the physical properties of
a plate by means of percussion, i.e., knocking on it
in order to retrieve the relevant information from
the resulting auditory feedback, would usually not
always hit the same spot but rather explore it at
different positions. This is actually important for
correct identification, as there is no single spot on a
plate where all modes are excited with equal weight.
In case of identical boundary conditions on all four
edges of a rectangular plate, each position shares
its absolute amplitude distribution with three other
equivalent positions on the plate, due to the two
axes of symmetry. For free boundaries the border
provides a good compromise for exciting all modes

roughly at equal amplitude. While there are still
amplitude differences between modes, at least no
mode exhibits a node at this position.

For robotic perception, we therefore assume that
the plate is impacted at the corner, and also the
microphone is placed nearby.

5.1.1. Measuring sound parameters:
amplitudes, frequencies, decay
factors

The first step in robotic auditory perception is the
extraction of sound parameters from the recording.
In principle, the natural frequencies fn can be iden-
tified as the local maxima of the long-time average
spectrum of the recorded impact sound. Note that
the peaks actually occur at the damped frequency
ωr; however, the difference to ω0 is negligible in case
of low damping. A single mode can then be isolated
by a band-pass filter, under the assumption of low
modal overlap. For each mode, a starting amplitude
An and a decay factor αn is fitted to the measured
envelope to describe the assumed exponential decay.

5.1.1.1. Natural frequencies

For estimating natural frequencies, we use the fast
partial tracking algorithm that was proposed by
Neri and Depalle (2018). While there are many
similar algorithms available, this one was chosen due
to its availability1, its robust performance, as well
as its real-time capabilities which might facilitate
a future real-time application. In comparison to
our simple signal model from Eq. 5.1, the partial
tracking algorithm uses a broader definition where
the (instantaneous) amplitudes an(t), frequencies
fn(t), and phases φn(t) of partials are allowed to
change over time:

s(t) =
N∑
n=1

exp
(
an(t) + jφn(t)

)
(5.2)

with

φn(t) = φn(0) + 2π
t∫

u=0

fn(u)du . (5.3)

These instantaneous signal parameters are com-
puted for each frame k of the short-time Fourier
transform (STFT) of the input signal.
1Fast partial tracking in Matlab/Octave:

https://github.com/jundsp/Fast-Partial-Tracking

102

https://github.com/jundsp/Fast-Partial-Tracking


5.1. An algorithm for robotic perception of material and dimensions of rectangular plates

In order to allow arbitrary changes in frequency
over time, including crossing partials, the detected
partials of the individual signal frames are connected
by applying a basic linear assignment problem (see
Neri and Depalle 2018 for details). The algorithm
achieves to track the majority of natural frequencies
below 3 kHz. Above, the low-pass characteristic of
the excitation as well as the internal and external
damping make a robust detection impossible. Below
about 50 Hz, the recorded sound is dominated by
noise.
The most prominent partials detected by the

tracking algorithm are picked for further processing.
Assuming that the frequencies of partials do not
significantly change over time, the instantaneous
frequencies are averaged over all signal blocks, in
order to obtain an average frequency fn for each
partial.

5.1.1.2. Modal weights and decay factors

The amplitudes and decay factors are estimated
from the envelopes of the individual sinusoids. To
extract these, the input signal is filtered by a Gaus-
sian band-pass filterbank whose bands are tuned
to the natural frequencies that have been obtained
before.

The ideal Gaussian filter preserves the exponential
decay if the input signal s(t) is convolved with its
impulse response hG(t). In general, the impulse
response can be written as

hG(t) = 1√
2πσ2

e−t
2/2σ2

cos(2πfct) (5.4)

with center frequency fc and standard deviation

σ =
√
−2 ln(G)
πB

(5.5)

with filter cutoff gain G and filter bandwidth B.
We set the center frequencies fc to fn, while

the bandwidths Bn are individually adjusted to the
maximum possible value that allows sufficient sepa-
ration between modes without too much ringing of
the filters themselves:

Bn = 2 min
{
|fn − fn−1| , |fn+1 − fn|

}
. (5.6)

The cutoff gain was set to a constant value of
G=−40 dB.
Each individual band-pass channel now allows

the estimation of an envelope with the help of the
Hilbert transform H{}. The channel envelope is

described by

en(t) =
∣∣∣sn(t) + jH

{
sn(t)

}∣∣∣ . (5.7)

A perfect exponential decay e′n(t), as assumed in
our signal model,

e′n(t) = Ane
−αnt , (5.8)

would lead to a linear envelope in the logarithmic
domain:

ln(e′n(t)) = −αnt+ ln(An) . (5.9)

The approximate slope and intercept of the envelope
en(t) are estimated by linear regression; their values
readily provide estimations of the decay factors αn
and starting amplitudes An.

The acoustic measurements were verified on the
basis of laser vibrometer measurements with exem-
plary plates of glass and aluminum. These mea-
surements were in very high agreement (see Czuka
2021), so that we feel safe to say that the acoustic
measurements can be fully trusted, especially if they
are not used individually, but only statistically.

5.1.1.3. Critical frequency of radiation
damping

In Sec. 3.2.6.1 we showed that radiation damping
is the predominant form of damping at high fre-
quencies above a certain critical frequency fcr. For
isotropic plates it can be derived from physical prop-
erties of the plate (see Eq. 3.74), and might thus
serve as an additional equation for our under-deter-
mined equation system in the task of inferring from
sound properties to physical properties.

If all other forms of damping are negligibly low in
comparison to radiation damping, we should be able
to derive the critical frequency based on measured
decay factors. Unfortunately, the measurement of
decay factors of individual partials was only possi-
ble up to a certain frequency that might be lower
than the critical frequency. We therefore compute
average decay factors measured in frequency bands
to obtain an estimation of the frequency-dependent
damping due to radiation. As we are only inter-
ested in the critical frequency, and not in the actual
amount of damping, an under- or overestimation of
the average decay factors will not change the result,
as long as the error is approximately constant across
frequency bands. We employ a third-octave filter-
bank according to IEC 61260-1:2014 (International
Electrotechnical Commission 2014). The result is a
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Figure 5.2.: Measured decay factor in 1/3-octave
bands and estimated critical frequency, for a syn-
thesized and real glass plate. Illustration by Czuka
(2021).

measured decay factor for every third-octave band.
Based on synthesized sounds, the center frequency
of the band below the global maximum provided a
sufficient approximation for the critical frequency
fcr of the radiation damping (see Fig. 5.2).

5.1.2. Estimating physical parameters
from sound parameters

Based on the measured sound parameters in
Sec. 5.1.1, we are now able to deduce the underly-
ing physical properties of the impacted rectangular
plate.

5.1.2.1. Internal damping and material

Below the critical frequency fcr, the damping due
to radiation is relatively low, in comparison to the
internal damping mechanisms (viscoelastic, viscous,
and thermoelastic). The measured decay factors
below the critical frequency are therefore assumed
to provide a robust predictor of internal damping.

Based on the damping model in Sec. 3.2.6, we
assume the decay factors to follow the line equation

α(f) = ηvπf + αf , (5.10)

where the slope ηvπ represents the viscoelastic (fre-
quency-dependent) part of the damping, whereas
the intercept αf may include both thermoelastic and
viscous damping (see also the relationships between
damping parameters in Sec. 3.1.4).
A linear regression on the measured damping

factors directly provides estimates for ηv and αf.
Figure 5.3 shows exemplary measurements for a
synthesized and a real aluminum and glass plate,
respectively. The regression lets us even conjecture
about the metallicity of the plate, i.e, the amount
of thermoelastic damping. Pure viscoelastic damp-
ing follows a straight line, which leads to a strong
correlation between the simple line model of de-
cay factors and the measurement. Thermoelastic
damping varies greatly between individual modes,
especially for the lower ones. The coefficient of
determination R2 may therefore serve as a descrip-
tor for metallicity, and thus allow a discrimination
between materials of equal Young’s modulus and
density, such as glass and aluminum.2

5.1.2.2. Dimensions and boundary conditions

From Sec. 3.2.5 we know that the (undamped)
natural frequencies can be defined in terms of a base
frequency Φ and non-dimensional frequency factors
λn that describe the frequencies of the partials
relative to the base frequencies. Let us recapitulate
these briefly. According to Eq. 3.59, the natural
frequencies are

f0 = ω0

2π = Φλ
2π (5.11)

with

Φ = π

2
h

S

√
D

ρ
= π√

48
hcL
S

(5.12)

and

λ =
[

1
r2
a
Gx

4 + 2νHxHy + r2
aGy

4

+ 2(1− ν)JxJy
]1/2

.
(5.13)

2Remember the damping interpolation parameter H in
Sec. 3.2.6.5.
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(a) synthetic aluminum (b) real aluminum

(c) synthetic glass (d) real glass

Figure 5.3.: Measured decay factors α and estimated loss factor η of an impacted plate. Illustration by
Czuka (2021).

Φ depends on size (thickness h and area S) and
material (density ρ and rigidity D which can be
further fractionized into Young’s modulus E and
Poisson’s ratio ν). λ depends on the aspect ratio
ra, the boundary conditions (via G, H, and J), the
material (Poisson’s ratio ν), and the individual mode
indices m and n. In practice, ν has no significant
effect on the frequency ratios and can simply be set
to an average value of ≈ 0.35 that is common to
“most materials” (Rossing 2014, p. 590).

For a certain combination of boundary conditions,
the measured frequencies must therefore match a
pattern that is defined only by Φ and ra. In other
words, the one combination of Φ and ra that leads to
frequencies that fit best to the measured frequencies
might be a good estimate of the true value of Φ
and ra.
It is obvious that the number of measured fre-

quencies f̃i is smaller than the (infinite) number
of model frequencies fj . In fact, we do not know
which modes are missing, and we might lack not
only some lowest modes (not radiated) and some
higher modes (strongly damped), but also some
modes in between which are not excited or just not

captured due to destructive interferences. Therefore,
every measured frequency f̃i is exclusively assigned
to a model frequency f ′j by solving a linear assign-
ment problem by means of the so-called Hungarian
algorithm (Kuhn 1955).
Each of the I measured frequencies is assigned

exclusively to one of the J model frequencies. The
assignment problem can be written as

min


I∑
i=1

J∑
j=1

Cij

 (5.14)

with
I∑
i=1

Xij =
J∑
j=1

Xij = 1 , (5.15)

where the binary values for assigned (1) and not
assigned (0) are stored in matrix X.

The assignment problem is solved by minimizing
the cost function, with the elements Cij of the cost
matrix C defined as

Cij =
|f̃i − f ′j [k]|

f̃i
. (5.16)
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Figure 5.4.: (a) Cost function with true values (red dot) and paths of the gradient search (white lines).
(b) Histogram of the linear assignment cost (dashed line marks best fit). Illustration by Czuka (2021).

A steepest descent algorithm is applied to find the
best-fitting model parameters Φ′ and r′a so that the
error between model frequencies f ′j and measured
frequencies f̃i is minimized.
For each pair of initial values, the assignment

which induces the least assignment cost is obtained.
For the next iteration of the steepest descent algo-
rithm, a new pair of values Φ′[k + 1] and r′a[k + 1]
is derived according to

Φ′[k+1] = Φ′[k]−µΦ
∂min

{∑I∑J
CijXij

}
∂Φ

(5.17)

and

r′a[k+1] = r′a[k]−µra
∂min

{∑I∑J
CijXij

}
∂ra

,

(5.18)

with the associated learning rates µΦ and µra . The
algorithm leads to an error surface which depicts
the minimum of the cost function of the linear
assignment problem as a function of Φ′ and r′a.
Starting from a grid of meaningful initial values

Φ′[0] and r′a[0] (e.g., with Φ′[0] between 25 and
225 Hz, and r′a[0] between 0.1 and 1.0), the algo-
rithm iterates along both axes of the error function
until a local minimum of the cost function is reached.
Each of the local minima that have been found this

way, is then characterized in terms of its total linear
assignment cost and the number of starting points
that led to it, i.e., its hit frequency.
Results are shown in Fig. 5.4 for a synthesized

aluminum plate. Obviously, the synthesized plate is
based on the same model as the fitted model, so that
the best fit approaches the measured frequencies
with very low linear assignment cost. Nevertheless,
the algorithm is still capable of finding the true
values Φ and ra even for recordings of physical
plates; however, at a larger assignment cost. This
larger cost is attributed mainly to the fact that the
mode shapes of the real plates diverge from those
in the model which are based on the approximate
solutions by Warburton (1954).

Note that a low value of Φ leads to a high modal
density DM (f), with the effect that for any mea-
sured frequency, there will be some model frequency
nearby to assign to. In the extreme, with Φ ap-
proaching zero, the modal density tends towards
infinity, so that also the assignment cost becomes
zero for any aspect ratio r′a. Therefore, an esti-
mate of the modal density is computed, leading to
a lower limit of the starting values Φ′[0]. This esti-
mate is simply the inverse of the average frequency
distance between neighboring natural frequencies,
or the frequency range divided by the number of
modes:

DM (f) = 1
N

N−1∑
n=1

(fn+1−fn) = fN − f1

N − 1 . (5.19)
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Table 5.1.: True and estimated loss factors ηv.
true estimated

ID type material ηv (×10−4) ηv (×10−4) R2

a1 synth. aluminum [2.2, 7.7] 2.1 0.33
a1 real aluminum [2.2, 7.7] 2.8 0.43
a3 synth. aluminum [2.2, 7.7] 1.3 0.63
a3 real aluminum [2.2, 7.7] 3.1 0.81
v1 synth. glass [6, 20] 11 1.00
v1 real glass [6, 20 12 0.95
c1 synth. carbon — 21 0.33
b1 synth. spruce ≈ 80 76 0.64

In order to obtain an estimate of the boundary
conditions, the assignment problem can be solved
for all 15 possible combinations of basic boundary
conditions. The best-fitting combination is then
selected.

Now that we have an estimate of frequency factor
Φ and fcr, we can reformulate both corresponding
equations based on only three unknowns: longitudi-
nal wave velocity cL, thickness h, and surface area
S. Similar to Φ in Eq. 5.13, the critical frequency
can be rewritten as

fcr = 1
2π

c20
h

√
ρ

D
=
√

3c20
π

1
hcL

. (5.20)

Both can be reformulated with respect to hcL. In-
serting one into the other yields an estimation for
the surface area:

S = c20
4fcrΦ

. (5.21)

From aspect ratio and surface area, we can now
compute the exact length and width of the plate:

lx =
√
S · ra , ly =

√
S/ra . (5.22)

Unfortunately, it is not possible to separate the
thickness h from the longitudinal wave velocity cL.
At least, however, their product can now be esti-
mated via Eq. 5.13:

hcL =
√

48
π

ΦS . (5.23)

The measured frequencies unfortunately do not
contain any useful information about the thickness
h and longitudinal wave velocity cL, with both being
inseparably integrated in Φ and fcr.
An analysis of plausible parameter ranges, how-

ever, might give a hint for their separation. For each

material category and shape (width and length),
there is a plausible range of thicknesses that are
technically feasible and also likely to appear (a gold
plate might be feasible but unlikely in most con-
texts).

5.1.3. Case studies
The algorithm for estimating physical parameters
from sound recordings of impacted plates was tested
on a number of synthetic plates as well as on record-
ings of real physical plates. The real plates are
replica of the aluminum plates a1 and a3, and
the glass plate v1 used by Chaigne and Lambourg
(2001). The synthesized plates include a1, a3, and
v1, as well as carbon fiber plate c1 and wooden plate
b1 (spruce), with the physical parameters (material
and dimensions) given by Chaigne and Lambourg.
With plates c1 and b1 being orthotropic, we assume
that the algorithm (in its current form covering only
isotropic plates) will run into problems. The true
elastic constants of the individual plates were not
measured but instead taken from the literature for
the given material.
The estimated loss factors are summarized in

Tab. 5.1. The true loss factors are based on param-
eter ranges given by Cremer et al. (2005, pp. 191–
196). The measured loss factors of the real plates
were always within the given range for the specific
material (aluminum, glass, and spruce3). A rough
guess of the materials may thus be possible on the
basis of the loss factor alone— if the inspected plate
is known to be undamped, e.g., freely suspended
as in our case for free boundary conditions. In case
of additional damping (e.g., by holding the plate
in the hand), the true damping values given in the
textbooks don’t apply anymore. The coefficient of
3taking the value for fir given by Cremer et al. (2005, p. 196)
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Table 5.2.: True and estimated values for critical frequency fcr, frequency factor Φ, aspect ratio ra, and
area S, based on measurements on synthesized and real physical plates.

true estimated
ID type material fcr/kHz ra Φ/Hz S/m2 fcr/kHz ra Φ/Hz S/m2

a1 synth. aluminum 6.00 0.63 83.5 0.059 6.30 0.62 79.3 0.059
a1 real aluminum — 0.63 — 0.059 6.30 0.76 78.48 0.059
a3 synth. aluminum 3.05 0.91 54.4 0.178 3.15 0.90 55.1 0.170
a3 real aluminum — 0.91 — 0.178 3.15 — 54.5 0.171
v1 synth. glass 6.37 0.97 89.7 0.052 6.30 0.93 96.5 0.048
v1 real glass — 0.96 — 0.052 5.00 — — —
c1 synth. carbon 6.37 0.50 57.1 0.080 8.00 — — —
b1 synth. spruce 5.04 0.8 27.5 0.212 5.00 — — —

determination R2 gives another hint on the material.
Taking only isotropic ones into account (aluminum
and glass), a hard threshold at about 0.9 might
already lead to a robust discrimination between vis-
coelastic and thermoelastic damping; however, this
needs to be verified on the basis of a larger dataset.
The synthesized carbon fiber and spruce plates

lead to relatively low values of R2, similar to the
aluminum plates. However, in this case, the devi-
ation from the straight line for the decay factors
α is not due to thermoelastic damping, but due to
orthotropy. A high coefficient of determination can
therefore only come from an isotropic and viscoelas-
tic material, but a low coefficient of determination
can have several reasons (e.g., thermoelastic damp-
ing, orthotropy, or just selective damping of some
individual modes due to an external damping mech-
anism).

The results of the frequency matching algorithm
for estimating frequency factor Φ and aspect ratio
ra are given in Tab. 5.2 together with estimates
of critical frequency fcr and the derived area S
of the plate. First of all, it can be observed that
for the orthotropic materials, the steepest descent
algorithm failed in finding an optimal solution to
the assignment problem. Hence, Φ and ra could not
be estimated for these plates. While these plates
are not covered by the model behind our algorithm,
it failed also completely for the real recording of
the glass plate v1, and partially (for Φ) for the real
aluminum plate a3. In all other cases, however, the
found solution is very close to the true value.

5.1.4. Discussion
For isotropic rectangular plates, we were able to
recover size and shape (aspect ratio, area, length,

width) with very high precision. As the proposed
algorithm is based on a model of isotropic plates, it
did not converge for orthotropic plates.

In case that the examined plate is vibrating freely,
i.e., without any external damping (except radiation
damping), as is approximately the case for a plate
that is hanging on thin strings, the measured loss
factor directly leads to the material category via
tables of measured loss factors as given by Cremer
et al. (2005, pp. 191, 195–196). However, this is
a rather unrealistic and impractical assumption. In
practice, i.e., for more complex boundary conditions,
inducing additional external damping, the measured
loss factors will be much larger than those ideal ones
given in the literature, so that these cannot con-
tribute to a reliable material estimate. Additional
external damping can only add to the damping of
freely vibrating plates. This means that a loss factor
of 15 can be undamped glass, but also aluminum
with extra damping. On the other hand, it cannot
be spruce, as this has already a value of 80 in the
undamped case. In practice, the larger the mea-
sured loss factor, the larger the possible range of
materials. A small loss factor limits the number of
possible materials.

In the current implementation, the algorithm does
not take into account the deformation of mode
shapes in case of modes with the same natural fre-
quency, occurring at aspect ratios of 1/1, 1/2, 1/3,
etc. In this case the fitting of the model frequen-
cies is unreliable. The same applies for extremely
small aspect ratios (ra�1, or extremely large with
ra�1), where the plate effectively becomes a bar.
Due to the lower modal density of bars, the fit-
ting algorithm leads to more ambiguous results for
aspect ratio and area.

McIntyre and Woodhouse (1988) derived approx-
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5.2. Multisensory discrimination of size and aspect ratio

imation formulas to estimate Poisson’s ratio and
Young’s modulus from the frequencies of the ring-
(◦) and ×-modes which only appear at aspect ratios
close to 1:

ν ≈ 1.48
f2
◦ − f2

×
f2
◦ + f2

×
(5.24)

and

E ≈ 0.46
(
1− ν2) (f2

◦ + f2
×
) ρS2

h2 . (5.25)

Nevertheless, even in this special case, due to the
unknowns ρ and h in Eq. 5.25, E cannot be directly
computed. A reformulation again yields the insep-
arable pair hcL that can only be derived together:

(hcL)2 = h2 E

ρ(1− ν2) ≈ 0.46
(
f2
◦ + f2

×
)
S2 .

(5.26)

If an aspect ratio of 1 is measured, however, Eq. 5.24
is a convenient method to obtain an estimation of
Poisson’s ratio ν and thus an additional hint on the
true material.

5.2. Multisensory discrimination
of size and aspect ratio

<

This experiment is connected to the bachelor thesis by
Aurenhammer (2021) who implemented the pseudo-
random trial order under my supervision and helped
conducting the experiment.

Our personal experiences suggest that the average
person is able to distinguish between different mate-
rials and shapes of rigid physical objects by exploring
the auditory feedback through tapping, or scratch-
ing. These sonic skills are surely not even limited
to a certain culture such as our western civilization,
but can be attributed to more or less all human
beings on the planet On the basis of listening ex-
periments with synthesized and also with physically
struck objects (see Sec. 2.2), we feel safe to say that
humans can almost perfectly discriminate between
gross material categories (glass/metal vs. wood/-
plastic, at least for small damping), and to some
extent even between materials within categories
(e.g., glass vs. metal) or between different sizes and
shapes (e.g., small vs. large, or plate vs. bar). In
addition, we know that the perception and discrim-
ination of physical parameters benefits from the

combination of different sensory modalities such as
audition, vision, and touch.

Based on general knowledge in acoustics, namely
the physical model presented in Ch. 3, we are able to
infer the connection between physical properties and
sound parameters. In Sec. 5.1 we showed to what
extent it is possible to reverse this process, with the
aim to derive physical parameters from measured
sound parameters. A major problem is the fact that
this direction defines an under-determined problem,
with an unlimited range of possible physical param-
eters for a certain combination of distinct sound
parameters. For example, size and material both af-
fect pitch, which leads to a confound between both
parameters. Listening experiments have shown that
we tend to base our judgments on expectations due
to our everyday acoustic environment (e.g., small
metal bars and large glass plates, see Sec. 2.2).
In addition, even if a certain sound parameter

is connected to only one single physical parame-
ter, our perceptual resolution differs across sound
parameters, hence leading to different perceptual
resolution across physical parameters (see Sec. 2.3).
Incorporating all these aspects, we designed an

experiment to explore the perception of size and
shape of rectangular plates in an ecological scenario
of percussion. We want to investigate to what ex-
tent participants are able to distinguish between
size (here in the form of length) and shape (here
in the form of aspect ratio), and additionally, with
what precision participants are able to estimate the
size and shape of rectangular plates of different ma-
terials. We assume that most people in our western
society are familiar with the sounds of rectangular
plates, based on their experiences from everyday life.
In a building material store, almost everything is
rectangular. In our homes and in our offices, many
objects are rectangular or constructed from rectan-
gular parts (even this thesis is rectangular). It might
be possible that we are experts in auditory rectan-
gularity. For sure, we expect individual differences.
As an example, the beggar in front of a bank might
be more experienced in auditory discrimination of
coins than the banker inside. However, as we are
limited to a small number of participants, we do
not expect to cover such social or cultural aspects
experimentally.

The technical setup is based on the AltAR/table
platform which is described in detail in Ch. 4. Dur-
ing the experiment, participants directly interacted
with the interface plate and identified an unknown
plate’s length and aspect ratio in direct comparison
to a reference plate with known dimensions. The
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5. Auditory perception and information capacity of rectangular plates

Table 5.3.: Model coefficients of the rendered plates.
glass wood

thickness h /mm 10 12
viscoelastic loss ηv or ηiv 0.001

[
0.0051 0 0.0216 0.0164

]
density ρ / kg m−3 2550 415
rigidities Di /MPa

[
6700 – – 10 270

] [
1320 77 82 227

]
viscous loss αf /Hz 1.76 + 4 4.8 + 1
hardness HB / kgf 1550 1.3

Table 5.4.: Levels of the independent parameters
length and aspect ratio. Main levels are labeled by
their short names, all others are distractor levels.

length / m aspect ratio
0.297 1.100

small 0.343 1.416 compact
0.396 1.822

medium 0.456 2.345 longish
0.526 3.018

large 0.607 3.884 bar-shaped
0.700 5.000

experiment was performed separately for the two
materials glass and wood.

5.2.1. Stimuli
The model parameters of the rendered plates are
given in Tab. 5.3. They were kept constant through-
out the experiment while the length, i.e., the longest
physical dimension of the plate, and the aspect ra-
tio, i.e., relative width, were varied. Length and
aspect ratio took 7 levels each, evenly spaced on a
logarithmic scale. Their values are given in Tab. 5.4.
Four of these are distractor levels; their only use
was to lead the participants into believing that the
parameters could take any value within the parame-
ter range. The remaining three, we refer to them
as main levels, are those that were actually tested.
The two outer distractor levels define the minimum
and maximum of the parameter range, respectively.
Both length and aspect ratio were jittered ran-

domly for each new unknown plate to pretend an in-
terval scale and to prevent participants from simply
remembering distinct sounds, as is common practice
in such listening experiments (e.g., Lutfi and Liu
2007). While main levels were jittered uniformly
within ±30 % of the logarithmic increment between
adjacent levels, distractor levels were jittered within
±40 %, with the exception of the outmost distractor

Figure 5.5.: Apparatus for experiment 1, includ-
ing the interface plate, tracked pencil, and MIDI
controller (captured via webcam during the experi-
ment).

levels which were only jittered inwards.
The material-inherent viscous damping αf was ex-

tended by an additional value to equalize the overall
decay times between materials to a similar value, as
well as to shift the unfamiliar low damping of freely
vibrating plates to a more ecologically valid range.
The perceived damping of the virtual plates thus
approximately equaled the physical plates that were
used for the familiarization task (see Sec. 5.2.3).

The radiation efficiency was applied in a simplified
form to model a more near-field behavior which was
assumed to be more ecologically valid in the given
situation. The fourth root of the radiation efficiency
seemed a good compromise to accomplish this goal.
For wood, the model parameters describe an or-

thotropic material, with Ω=(D1/D3)1/4 =2 and a
fiber direction parallel to the long edge of the plate.

5.2.2. Apparatus
Participants were seated in front of the table and in-
teracted with the interface plate through a ballpoint
pen that was equipped with infrared markers for op-
tical tracking (see Fig. 5.5). Interaction was only
possible within a small region of 297 mm×59.4 mm
which equaled the dimensions of the smallest plate
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5.2. Multisensory discrimination of size and aspect ratio

that was modeled during the experiment. Within
this region, a paper overlay of the same dimensions
was placed. The excitation signal was only fed to
the physical model if the tip of the pen was located
within the active region.

The experiment itself was implemented in Pd
which was running on a separate computer and
sent control data and model parameters to the
auditory augmentation system. The experiment
GUI was shown on a screen; however, participants
navigated through the experiment only by using the
buttons of a Behringer BCF2000 MIDI controller.
The motorized faders copied the GUI sliders for
length and aspect ratio of the model plate and the
unknown plate, as explained further in Sec. 5.2.3.
For every trial, audio and video recordings were

made. These include all audio input and output
channels within SuperCollider as well as a measure-
ment microphone from above the interface plate.
Interactions with the interface plate were captured
by a webcam placed above; the recording itself was
done in OBS Studio4 which was remote-controlled
by the experiment software through keyboard short-
cuts that were simulated via AutoHotkey5. Position
tracking data was recorded in SuperCollider.
The experiment took place in an acousti-

cally treated room of 4.3 m × 6.2 m × 3.4 m
(length×width× height) size.

5.2.3. Procedure
The experiment was structured into four parts. First,
participants were seated at a separate desk for in-
structions and familiarization. Within the written
instructions, they were asked to tap on two prepared
physical plates of glass and wood by using the same
tracked ballpoint pen that was used later on the
actual interface. Participants had to hit the plates
at 3 distinct positions that were marked on a paper
overlay in order to raise their awareness towards
the influence of excitation position on the resulting
sound.
For the next parts, participants took a seat at

the augmented table. During passive training, the
effect of length and aspect ratio was demonstrated
by playing pre-recorded excitations through the in-
terface. Both parameters stepped through the 7
levels, i.e., the whole range of the slider, from low
to high and back, while the other parameter was
set to a constant medium value, respectively. They

4OBS Studio: https://obsproject.com/
5AutoHotkey: https://www.autohotkey.com/

Figure 5.6.: Experiment software on the screen, in
test mode, for experiment 1.

had to listen to all 4 combinations of parameter and
material at least once to be able to proceed to the
active training.

Active training and the actual test shared the ex-
act same procedure, but with fewer trials and more
salient parameter changes. Figure 5.6 shows the
experiment software that was displayed to the par-
ticipants on a computer screen. The training/test
procedure was performed separately for both mate-
rials (glass and wood); with balanced order across
participants. At the start of each trial, the aug-
mentation was set to the reference plate A whose
length and aspect ratio were given by two sliders
(and motor faders). Participants could switch to
the unknown plate B through a button. The state
of length and aspect ratio was copied from the ref-
erence plate at start. Participants were asked to
identify the parameter that differed between A and
B, and set the corresponding slider to an estimated
value. If one slider was moved, the other was in-
stantly reset to the value of the reference plate to
ensure an answer in only one parameter. Partic-
ipants could change between both plates at will
before submitting their answer and proceeding to
the next trial. If participants decided for the wrong
parameter, the background color switched to red,
and participants were asked to correct their judg-
ment. After responding in the correct parameter
dimension, the background switched back to green
and the next trial was presented.
To speed up the whole process, the unknown

plate B of a trial stayed as reference plate A in
the next trial. This included the resolution of the
previous trial as feedback, and let participants di-
rectly proceed to the unknown plate B as they were
already familiar with A.

The test of each material was therefore organized
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(a) level confusion vs. parameter confusion

Figure 5.7.: The individual participants’ performance: accuracy in parameter identification (length and
aspect ratio), accuracy in level identification (3 parameter levels), and accuracy in direction identification
(increase and decrease).

in a series of 48 trials which formed a trajectory
through the 2D parameter space where only one
parameter changed between successive trials (i.e.,
between A and B). The trajectories were pre-com-
puted in Matlab so that each of the 9 combinations
of main levels was reached as the unknown plate by
all 4 combinations of main levels that were possible
for the corresponding reference plate. This led to a
total of 36 main trials per material.

In addition, distractor trials were generated which
appeared always in pairs so that a parameter
changed to a random distractor level and then re-
turned back to a random main level. Six such pairs
of distractor trials were inserted at random positions
within the trajectory, but exactly once in a row of
9 main trials. There was always at least one main
trial between two pairs of distractor trials.

5.2.4. Participants

A total of 14 participants (8 female, 6 male) were
recruited to form a diverse mix of experts (4 col-
leagues, 4 graduate students in sound design) and
non-experts (4 undergraduate students, family mem-
bers, and friends). They received no compensation
for their participation; all reported normal hearing.

5.2.5. Results
The collected data (responses, meta data, and track-
ing data) were imported to Matlab which was used
for the statistical analysis. A general level of 5 %
was used as threshold for statistical significance.

5.2.5.1. Outliers and individual participants’
accuracy

From the participants’ individual confusion matrices
on parameter dimension (length or aspect ratio),
parameter value (3 levels per parameter), and pa-
rameter direction (increase or decrease), accuracies
have been derived. For sonification, parameter con-
fusion and direction confusion are assumed to be
the most critical. In Fig. 5.7a, these are plotted
against each other. Figure 5.7b shows the same
plot with level confusion which might be critical if
absolute identification is more important than the
change over time, depending on the sonified data.
Average accuracies are 0.888 (SD = 0.093) for

direction confusion, 0.818 (SD = 0.065) for level
confusion, and 0.763 (SD = 0.100) for parameter
confusion. The participants P7, P9, and P14 are
more than 1.5 standard deviations away from the
average in at least one of the three mentioned cate-
gories of accuracy. They are considered as outliers
who will be removed from further statistical analysis
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5.2. Multisensory discrimination of size and aspect ratio

Table 5.5.: Confusion matrix for the parameter di-
mension of a change, for both materials separately,
pooled over participants. Distractor plates are in-
cluded.
(a) glass

true
length aspect

se
lec

te
d

length 184 59
aspect 72 213

Acc =0.75, χ2(1)=133.7
(b) wood

true
length aspect

se
lec

te
d

length 209 32
aspect 69 218

Acc =0.81, χ2(1)=206.4

that is based on pooled data.

5.2.5.2. Confusion between parameter
dimensions

A fundamental task for the participants was to de-
cide which of the two parameter dimensions (length
or aspect ratio) had changed between A and B.
Each trial can be attributed to one of 4 fields in the
confusion matrix of true parameter and selected pa-
rameter. Table 5.5 shows these confusion matrices
for parameter confusion, pooled over participants,
for both materials. Overall accuracies (i.e., prob-
abilities for choosing the correct parameter) were
0.75 for glass and 0.81 for wood.

5.2.5.3. Discrimination between main levels of
length and aspect ratio

For comparison between main levels of length and
aspect ratio, we exclude those trials in which the
unknown plate B involves a distractor. Trials with a
distractor as reference plate A, however, are included
to maximize the sample size. Only the last answer
of each trial is taken into account (the either correct
or corrected one). The estimated values are jitter-
corrected and rounded to the nearest main level. On
the basis of these estimated main levels, confusion
matrices are constructed for each parameter and
material, see Tab. 5.6 and 5.7. The overall accuracy
for length in case of wood is a bit higher (Acc =0.87)

Table 5.6.: Confusion matrix for the 3 main lev-
els of length, for both materials separately, pooled
over participants. Answers are jitter-corrected and
rounded to the nearest main level on a logarithmic
scale. Distractor plates are excluded, but the refer-
ence may be a distractor.

(a) glass
true

small medium large

es
tim

at
ed small 130 7 7

medium 10 118 13
large 6 33 138

Acc =0.84, χ2(4)=539.1
(b) wood

true
small medium large

es
tim

at
ed small 147 23 1

medium 5 115 13
large 1 18 139

Acc =0.87, χ2(4)=603.0

Table 5.7.: Confusion matrix for the 3 main levels of
aspect ratio, for both materials separately, pooled
over participants. Answers are jitter-corrected and
rounded to the nearest main level on a logarithmic
scale. Distractor plates are excluded, but the refer-
ence may be a distractor.

(a) glass
true

compact longish bar

es
tim

at
ed compact 123 13 11

longish 19 129 11
bar 4 18 134

Acc =0.84, χ2(4)=528.3
(b) wood

true
compact longish bar

es
tim

at
ed compact 131 17 4

longish 19 127 24
bar 3 12 125

Acc =0.83, χ2(4)=522.7

than for all other combinations (between 0.83 and
0.84).
Pooled over participants, the distributions of es-
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5. Auditory perception and information capacity of rectangular plates

timated values for the main levels of length and
aspect ratio, are unlikely to follow a normal distri-
bution. The Lilliefors test was able to reject the
null hypothesis of normally distributed data for most
combinations of parameter, main level, and material.
For the average levels of length and aspect ratio,
i.e., medium and longish, respectively, we even ex-
pect at least some kind of bimodal distribution. We
generally assume dependent data, as each combina-
tion of length, aspect ratio, and material was tested
by the same participants. However, due to unequal
sample sizes between some combinations, we take
the pill of lower statistical power that comes with
the attribution to unpaired data and stick to Mann-
Whitney U tests for pairwise comparisons between
median values. If not stated differently, any given
p-values are Bonferroni-Holm adjusted.
Pooled over participants and lengths, a larger

value of true aspect ratio always led to a significantly
larger estimated aspect ratio for both materials. In
particular, medium and large were perceived signif-
icantly larger than small, and large was perceived
significantly larger than medium (all p<0.001, re-
spectively, for both materials).

For aspect ratio, the results follow the same trend.
In particular, medium and large were perceived sig-
nificantly larger than small (p<0.001, respectively,
for both materials), and large was perceived sig-
nificantly larger than medium (p=0.026 for glass,
p<0.001 for wood).

5.2.5.4. Direction and amount of a parameter
change

Confusion matrices for sign of change of a param-
eter are constructed based on all trials, including
distractors. They are shown separately for both
parameters and materials in Tab. 5.8. While overall
accuracies are generally higher, a similar trend as be-
fore before can be observed. In particular, accuracy
for length in case of wood (0.97) was significantly
higher than for the other combinations (0.89 and
0.92).

5.2.5.5. Estimated vs. true values

Figure 5.8 shows the average estimated lengths and
aspect ratios for both materials separately, pooled
over participants. The second main level (medium
length or longish aspect ratio), can be reached by ei-
ther a parameter increase (upward jump) or decrease
(downward jump), if only main levels are considered.
First and third main level can be reached from only

Table 5.8.: Confusion matrix for the sign of a change
in length or aspect ratio (+ increase, − decrease),
for both materials separately, pooled over partici-
pants. Different sample sizes are due to the data
series not being adjusted for equal numbers of in-
creases and decreases.

(a) length, glass
true

+ −

es
tim

at
ed

+ 122 20
− 7 107

Acc =0.89, χ2(1)=161.0

(b) length, wood
true

+ −

es
tim

at
ed

+ 136 4
− 3 135

Acc =0.97, χ2(1)=250.7

(c) aspect ratio, glass
true

+ −

es
tim

at
ed

+ 116 10
− 21 125

Acc =0.89, χ2(1)=163.3

(d) aspect ratio, wood
true

+ −

es
tim

at
ed

+ 108 5
− 15 122

Acc =0.92, χ2(1)=177.4

one direction, but with different step size (one or
two levels). For wood, the judgments of length
following an increase were significantly larger than
those following a decrease (Mann-Whitney U test,
p<0.001). This leads to a kind of hysteresis curve
in this case. In all other cases, the difference be-
tween increase and decrease towards the unknown
plate was not significant.

5.2.5.6. Number of discriminable levels

From the perspective of a sonification designer, it
seems beneficial to know the number of absolute
discriminable levels for each parameter. This obvi-
ously depends on the number of errors we tolerate
for the given target application. Such a function can
be derived on the basis of the effect size (see also
Groß-Vogt et al. 2021 or Sec. 8.3.5). The estimated
values for the main levels, shown in Fig. 5.8, do not
follow a normal distribution, due to end effects and
bimodal distribution of pooled data. As our main
criteria for differentiating between the main levels is
the mean value, we nevertheless use the traditional
parametric definition of Cohen’s d to measure effect
sizes between main levels. For both steps between
adjacent main levels, Cohen’s d is calculated as the
difference between mean values µA and µB divided
by the pooled standard deviation sp for independent

114



5.2. Multisensory discrimination of size and aspect ratio

0.34 0.46 0.61

true length

0.3

0.4

0.5

0.6

0.7

0.8
e
s
ti
m

a
te

d
 l
e
n
g
th

(a) length / glass

0.34 0.46 0.61

true length

0.3

0.4

0.5

0.6

0.7

0.8

e
s
ti
m

a
te

d
 l
e
n
g
th

(b) length / wood

1.42 2.35 3.88

true aspect ratio

1

2

3

4

5

6

e
s
ti
m

a
te

d
 a

s
p

e
c
t 

ra
ti
o

(c) aspect ratio / glass

1.42 2.35 3.88

true aspect ratio

1

2

3

4

5

6

e
s
ti
m

a
te

d
 a

s
p

e
c
t 

ra
ti
o

(d) aspect ratio / wood

Figure 5.8.: Estimated value vs. true value for the 4 combinations of material and parameter. Triangles
are median values, error bars represent 5- and 95- as well as 25- and 75-percentiles. 4= increase by 1
level, 4= increase by 2 levels, 5=decrease by 1 level, and 5=decrease by 2 levels. Dashed lines are
the true values.

samples of unequal size and variance:

d = µB − µA
sp

. (5.27)

Values for Cohen’s d are given in Tab. 5.9. Effect
sizes of 0.1, 0.3, 0.5, 1, 1.2, and 2 are usually
interpreted to signify a small, medium, strong, large,
very large, and huge effect, respectively. Summing
up both effect sizes, divided by the desired threshold
effect size dt, yields the number of steps that can
be discriminated with the given dt. Adding the one
level that can always be heard yields the number of
discriminable main levels, as was done by Groß-Vogt
et al. (2021):

N =
∑2
i=1 (di,i+1)

dt
+ 1 . (5.28)

In addition, we can now insert any target effect
size, and retrieve an estimate for the corresponding
number of discriminable levels. Or vice versa.
Any value of effect size can also be expressed

in terms of probability of superiority Ps, i.e., the
probability that a larger true value leads to a larger
estimated value. In case of only two values, it
equals the probability that a participant’s judgment
is correct. Ps is actually the same as the area under
the receiver operating characteristic curve (AUROC,
or simply AUC), sometimes also called common

Table 5.9.: Cohen’s d between neighboring main
levels of length and aspect ratio, pooled over par-
ticipants, for both materials, respectively.

glass wood

length small vs. medium 1.83 1.63
medium vs. large 0.07 1.44

aspect compact vs. longish 0.95 0.68
longish vs. bar-shaped 0.90 1.21

language effect size (CL):

Ps = Φ
(
d√
2

)
, (5.29)

with the cumulative standard normal distribution
Φ and Cohen’s d (Ruscio 2008). The other way
around, Cohen’s d can be expressed in form of Ps
via

d =
√

2Φ−1(Ps) . (5.30)

This lets us now compute the number of discrim-
inable steps N for any desired probability of supe-
riority, via Eq. 5.28. In addition, 95 % confidence
intervals of the effect sizes and thus number of
discriminable levels can be computed. These are
based on confidence intervals of the noncentrality
parameters of the assumed t-distributions (Howell
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(a) length (b) aspect ratio

Figure 5.9.: The number of discriminable levels, plotted against the probability of superiority. The shaded
areas are 95 % confidence intervals.

Table 5.10.: Top 10 confused pairs of plates, to-
gether with their probability of confusion. Pairs in-
clude both combinations of reference and unknown
plate.
P (conf.) confused plates

0.24 medium / compact large / longish
0.14 small / longish medium / bar-shaped
0.14 medium / longish large / bar-shaped
0.13 small / compact medium / longish
0.12 small / compact large / bar-shaped
0.12 small / compact medium / bar-shaped
0.11 medium / compact large / bar-shaped
0.08 small / compact large / longish
0.07 small / longish large / bar-shaped
0.07 medium / longish large / compact

2011).6 The resulting estimate functions are shown
in Fig. 5.9, separately for length and aspect ratio,
and separately for glass and wood.

5.2.5.7. Confusion between individual shapes

The participants’ answers can be interpreted as
a confusion between the estimated plate and the
true plate. If only main levels are considered, and
estimated values are rounded to main values, each
pair of true and answered plate is interpreted as a
confused pair. Based on the frequency for each pair
(the order of reference and unknown plate doesn’t
matter), a probability of confusion is constructed.
The top 10 confused pairs of plates are listed in

6for implementation, see MBESS package for R: https:
//rdrr.io/cran/MBESS/man/conf.limits.nct.html
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Figure 5.10.: Confusion probability vs. relative area
difference for the 36 pairs of plates, based on jit-
ter-corrected true and estimated values. Area dif-
ferences are relative to the smaller plate’s area,
respectively; estimated values are rounded to main
levels.

Tab. 5.10.
They all exhibit a confusion probability larger

than 5 % and differ in area by less than factor 3
(see Fig. 5.10). The areas of all combinations of
main levels of length and aspect ratio are given
in Tab. 5.11. Figure 5.10 suggests that plates of
equal area are likely to be confused. This may
be attributed to the assumption that participants
sometimes tend to answer in terms of area instead of
the demanded parameter. Note that any pair of the
four parameters length, width, aspect ratio, and area
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Figure 5.11.: Estimated area vs. true area of all stimuli and all participants, (a) for the glass plate and
(b) the wooden plate. Coefficients of determination R2 relate to the ideal (dotted line), for estimations
in the correct and wrong parameter dimension separately (on a logarithmic scale).

Table 5.11.: Surface areas of the rendered plates in
m2 for all combinations of the main levels of length
and aspect ratio.

small medium large
compact 0.083 0.147 0.260
longish 0.050 0.089 0.157
bar-shaped 0.030 0.054 0.095

is sufficient to describe the 2D plate dimensions.
Every combination of length and aspect ratio

describes a surface area. Even if participants were
not explicitly asked about area, for each true area
of the modeled plate, an estimated area can thus be
calculated based on a participant’s estimated length
and aspect ratio. Figure 5.11 shows the estimated
areas of all plates in relation to their true area.
Note that these include all individual answers by
all participants. The coefficients of determination
confirm the visual impression that judgments in the
correct parameter dimension lead to much stronger
agreement with the true area than those judgments
where participants changed the wrong parameter.

7A negative value of R2 in this case means that the true
area performs worse in predicting the estimated area than
the geometric mean of true areas would.

5.2.5.8. Individual participants’ interaction
strategies

Although all participants received the same intro-
ductions, including the recommendation to tap ev-
erywhere within the tapping region, they developed
quite different tapping strategies to explore the ren-
dered plates. Figure 5.12 shows the impact patterns
of all 14 participants. Impacts were detected via the
tracking system as local minima below a threshold
of 5 mm distance to the plate. This high threshold
is necessary due to the low spatial (1 mm) and tem-
poral (50 ms) resolution of the recorded data. For
participant P7, the recording of tracking data failed;
the impact pattern was therefore derived from a
scan of the actual bumps in the overlay paper.

Especially interesting are the patterns of P6, P8,
and P11, who independently from each other con-
centrated on three distinct spots for tapping. This
behavior was possibly induced by the introductory
task where participants had to tap on three marked
spots on a physical wooden and glass plate, respec-
tively. According to their patterns, they interacted
mainly within the principal axis in x- and y-direction
and thus excited only half of the modes. As their
performance was pretty average (see Fig. 5.7), no
conclusions can be drawn about possible benefits
or drawbacks of this strategy.
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Figure 5.12.: Impact patterns of all individual participants (gray= training, black= test), together with
the average response time per trial T̄ .
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On average, participants took 15.0 s to form an
answer, measured from the time they first switched
to the unknown plate. There was no significant
difference between glass and wood (15.7 s and 14.3 s,
respectively). No significant correlation was found
between response time and accuracy.

5.2.6. Discussion: why is it so
difficult?

The two parameters length and aspect ratio are
mainly connected to absolute frequency factor (and
thus pitch) and relative frequency ratios between
modes (and thus intervals and modal density), re-
spectively.
The range of length (between large and small)

corresponds to a frequency ratio of 0.607/0.343 or
1.77 for all modes (at constant aspect ratio). The
range of aspect ratio defines a ratio of frequency ra-
tios, or, in other words, the frequency ratio between
modes n/0 and 0/n. The ratio between bar-shaped
and compact was 3.884/1.416 or 2.74.

According to informal listening tests, the pitch of
the stimuli used in the experiment can be approxi-
mated as the frequency of mode 3/0 which is the
2nd-lowest mode that is constant over aspect ratio.
In case of glass, it ranges from 438 Hz (large) to
1372 Hz (small); for wood, this range reaches from
424 Hz to 1329 Hz.

The JND in base frequency has been derived by
Lutfi and Stoelinga (2010) (see Sec. 2.3.4). If mode
3/0 is taken as base frequency, then the average
frequency range between 431 Hz and 1351 Hz (av-
eraged across materials) between large and small
length takes about 558 JNDs stacked on top of each
other.
As some of the lower resonant frequencies are

more than 10 % apart from each other, they can
be perceived as individual pitches (Thurlow and
Bernstein 1957). According to the JND derived by
Fantini and Viemeister (1987) (see Sec. 2.3.5), if
JNDs are stacked one upon another, the range of
aspect ratio holds about log1.012(2.74)=84.5 JNDs.
The statistical measure of modal density pro-

vides another cue for the aspect ratio. We as-
sume the JNDs derived by Stoelinga and Lutfi
(2011) (see Sec. 2.3.6). In case of glass, the
modal densities of the four extreme combina-
tions are 0.00148 (small/bar-shaped), 0.00344
(small/compact), 0.00407 (large/bar-shaped), and
0.00927 (large/compact). For wood, these are
0.00228 (small/bar-shaped), 0.00536 (small/com-

pact), 0.00599 (large/bar-shaped), and 0.01166
(large/compact). The ratio between modal den-
sities of bar-shaped and compact aspect ratios is
almost constant across lengths and materials, on
average 2.22. As the JND is also assumed to be a
relative measure, the range ratio of modal densities
that is given through the ratio of aspect ratios fits
about log1.3(2.22)=3.0 JNDs.
Figure 5.13 visualizes the frequency ratios (rela-

tive to the frequency of mode 2/0 for a quadratic
plate) as a function of aspect ratio, for isotropic
(glass) and orthotropic materials (wood) with Ω=2.
If the lowest two modes cross each other, their fre-
quency ratio is no longer a reliable descriptor. In
case of glass (Ω=1), modes 1/1 and 2/0 cross just
above the lowest main level (compact). In case of
wood (Ω=2), this effect is even more dramatic, as
orthotropy basically works against aspect ratio, so
that frequency ratios are ambiguous for a majority
of the parameter range. The effective aspect ratio is
the original aspect ratio multiplied by the orthotropy
factor. Based on these considerations, it is quite
surprising, that accuracies for discriminating main
levels as well as directions of aspect ratio did not
significantly differ between wood and glass.
A by-product of the crossing modes is that per-

ceived pitch may differ significantly depending on
the aspect ratio, especially for the wooden plate,
leading to a confound with length.

One may argue that the lowest modes are anyway
barely radiated, especially for the bar-shaped plates,
so that only frequency ratios of higher modes can
be evaluated for estimating the aspect ratio. The
radiation efficiency can be roughly approximated by
a 1st-order high-pass filter with cutoff at the critical
frequency. fcr is independent of length and aspect
ratio, and equals 1162 Hz for glass and 1763 Hz for
wood (with c0 = 344 m/s and D =

√
D1D3). For

comparison, in case of glass, the frequency of mode
3/0 (the 2nd-lowest mode of constant frequency
over aspect ratios) varies between 438 Hz for large
and 1372 Hz for small length. In case of wood,
it is even lower with 234 Hz for large and 733 Hz
for small length. In consequence, participants are
barely able to actually utilize interval relationships
of single modes for estimating the aspect ratio of an
unknown plate. The slightly better performance in
parameter identification that was achieved for the
wooden plates might even be attributed to this filter-
ing of lower modes which confound the perceptual
descriptors for length and aspect ratio.

The difference in surface hardness is quite promi-
nent between glass and wood. While glass is mod-
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Figure 5.13.: Frequency ratios, relative to the fre-
quency of mode 2/0 for a quadratic plate, as a
function of aspect ratio, for both materials or or-
thotropy factors.

eled with a Brinell hardness of 1550 kgf, leading
to an upper cutoff frequency 45 kHz—irrelevant
for sound perception, the low hardness of wood
(1.3 kgf) leads to an upper cutoff frequency of
2410 Hz for the model plate (see Sec. 3.2.9). Above
this upper cutoff frequency, the sound pressure level
drops drastically.
We can conclude that the participants had dif-

ficulties in performing the demanded task due to
several reasons. First, the sound parameters that
conveyed the physical information of length and
aspect ratio were not entirely independent. We
assume that participants based their judgments of
length on either base frequency or pitch. Some
of the lowest modes, however, are not radiated,

depending on the aspect ratio, which leads to inter-
ference between length and aspect ratio. For both
materials, the critical frequency is so high (wood:
fcr = 1752 Hz, glass: fcr = 1155 Hz) that lower
modes could have played only a minor role in the
perception of length. While inaudible lower partials
can be reconstructed computationally by matching
a theoretical model of a rectangular plate, as has
been shown in Sec. 5.1, participants failed to evalu-
ate this information. For aspect ratio, it seems likely
that the primary source of information that partici-
pants exploited was modal density. At Ps=0.75 (a
common value for the JND), about 3 aspect ratios
could be discriminated, which is equals the number
of JNDs of modal density which fit the given pa-
rameter range. Follow-up experiments are therefore
necessary to examine how auditory augmentations
of rectangular plates need to be tuned in order to
maximize the conveyed physical information.

5.3. Auditory discrimination of
material and aspect ratio

<

The web-based implementation of this experiment was
done by Aurenhammer (2021) as part of his bachelor
thesis under my supervision, based on my original
ideas.

We have learned from the first experiment that
size and aspect ratio can indeed be employed as
carrier parameters of a 2D auditory display. We also
learned, however, that aspect ratio and orthotropy
confound each other and that their parameter range
should be carefully chosen to avoid crossing partials
as far as possible. According to Fig. 5.13a, a low
limit of aspect ratio at ra = 2 seems appropriate.
The range, however, might be extended up to a
more bar-like shape. Instead of the length (i.e.,
surface area) from experiment 1, we want to try
another approach. From the literature we know
that humans are quite good at identifying gross
density categories of materials such as glass/metal
in contrast to plastic/wood (see Sec. 2.2.1) and that
even within-category discrimination (metal vs. non-
metal) is somehow possible (see Sec. 2.2.3). It may
therefore be possible to span a salient 2D parameter
space by density and metallicity. As density mainly
affects pitch, it seems more convenient to rather
employ a more high-level meta-parameter such as
longitudinal wave velocity cL for this purpose—we
will name it rigidity to underline its physical meaning.
Due to the common effect on pitch we therefore use
a constant length in this experiment. The parameter
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5.3. Auditory discrimination of material and aspect ratio

dimensions of the auditory display are thus rigidity,
metallicity, and aspect ratio.
While in experiment 1 the participants actively

explored unknown model plates through an physi-
cal interface (Sec. 5.2), experiment 2 tested pure
auditory perception of pre-rendered sounds based
on the same physical model implementation.

5.3.1. Stimuli
The model plates are described by 3 meta-param-
eters: rigidity, metallicity, and aspect ratio. These
affect the resulting sound in multiple ways; however,
they can be roughly attributed to the sound param-
eters base frequency, frequency-dependent damping
law, and modal density or intervals between par-
tials, respectively. As all these are based on either
frequency or duration, the model parameters are
scaled accordingly to provide an exponential scale
that roughly corresponds to their perception (see
Sec. 2.3). While all those parameters affect the plate
on a continuous interval scale, only discrete levels
are used during the experiment. Metallicity takes 2
levels (non-metallic, metallic). Aspect ratio takes 3
levels (compact, longish, and bar-shaped). Rigidity
takes 3 levels, with labels for individual material
categories that depend on the state of metallicity.
For non-metals, these are plastic, wood, and glass.
For metals, these are gold, brass, and aluminum.
The metallicity parameter blends between the cor-
responding pair of non-metal and metal material
which otherwise share almost similar pitch.

For blending between non-metal and metal ma-
terials (e.g., glass and aluminum), we need to find
several pairs of materials with equal longitudinal
wave velocity cL (and thus base frequency). The
algorithm for robotic perception (Sec. 5.1) revealed
that cL can be only perceived in combination with
thickness h. Their product hcL in frequency fac-
tor Φ̂ (see Eq. 3.54 in Sec. 3.2.5) is not separa-
ble from the resulting sound, at least not by our
modal synthesis model from Ch. 3. We therefore
take advantage of the freely adjustable thickness to
align selected material categories with their corre-
sponding value of cL to an equally-spaced grid of
perfectly tuned and matched base frequencies. The
glass plate is selected as reference with a plausible
thickness of 8 mm for the intended use as a table.
Its frequency factor and thus pitch is thus already
defined by the physical parameters. The two rigid-
ity levels below (and also those of the metals) are
tuned to frequency factors of 0.75 and 1.5 octaves
below by small adjustments of h. Figure 5.14 plots
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Figure 5.14.: The adjusted thickness h plotted
against the longitudinal wave velocity cL for all 6
materials used in the experiment. Dashed lines mark
the 3 levels of rigidity that are effectively achieved
by adjusting the plate’s thickness.

the adjusted thickness against the longitudinal wave
velocity cL for all 6 materials used in the experiment.

The length of the model plate is set to a constant
value of 0.42 m which is a compromise between a
plausible size and the desired base frequency being
not too low. The aspect ratio (length :width) ranges
from 2:1 (compact) via 4:1 (longish) to 8:1 (bar-
shaped). The virtual table thus transforms from a
small but still usable size down to a bar of same
length. A plausible physical interpretation might
be that the table is either made of one single plate
(2:1) (normal table) or many narrow planks (8:1)
(garden table), or anything in between. The effect
on the frequency factors of the modes is shown
in Fig. 5.15. The lowest two modes 1/1 and 2/0
are usually barely radiated. The chosen levels for
experiment 2 are marked; the parameter range is a
bit larger than in experiment 1 (see also Fig. 5.13).

According to informal listening sessions, the 2nd
lowest constant mode 3/0 has a strong effect on the
perceived pitch. The excitation position is there-
fore set constant, on the edge of the plate, so that
as many modes are excited as possible8, but in
the maximum of this mode, at normalized position
[0.3083, 0]. It is a good compromise between at-
tenuation of 1/1 and 2/0 on the one hand (which
would pull pitch down if radiated in case of a com-
pact plate), and boosting 3/0 on the other hand,
see Fig. 5.16.
Metallicity cross-fades between viscoelastic and

8Note that free boundary conditions are used on all edges.
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5. Auditory perception and information capacity of rectangular plates

Table 5.12.: Model coefficients of the rendered plates. The thermoelastic constants of metal material are
equally used for non-metals.

non-metal metal

plastic wood glass gold brass aluminum

thickness h 8.557 10.602 8.000 6.659 7.105 7.707 mm
density ρ 1150 590 2550 19 300 8500 2700 kg m−3

Young’s modulus E 3.20 3.29 66.90 80.00 95.00 72.00 GPa
Poisson’s ratio ν 0.300 0.100 0.250 0.423 0.330 0.340
hardness HB 34 15 1550 22 100 36 kgf = 9.806 65 N

thermoelastic constants R1t — — — 64.31 22.42 24.84 10−3 rad m2 s−1

c1t — — — 1.251 0.489 0.977 10−3 rad s−1

metallicity H 0 1
viscoelastic loss factor ηv 5.7/cL 0.57/cL
wave velocity cL 1748.7 2373.6 5290.0 2246.9 3541.5 5491.1 m s−1

length lx 0.420 m
aspect ratio ra {2, 4, 8}
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Figure 5.15.: Frequency factors of the partials of a
rectangular plate (relative to the lowest frequency
at aspect ratio 1:1) as a function of aspect ratio.
Dashed vertical lines depict the levels used in ex-
periment 2.

thermoelastic damping, as its value between 0 and
1 is directly taken as H. While viscoelastic decay
factors αv are proportional to frequency, the decay
factors due to thermoelastic damping are constant
over all frequencies but weighted for each mode in-
dividually, depending on the mode shapes, as shown
in Sec. 3.2.6. Within the experiment, metallicity
takes only the extreme values 0 (non-metallic) and
1 (metallic). In addition to H, metallicity blends
between the non-metallic and metallic material con-
stants of the 3 pairs of materials on an exponential
scale, which means that the linear input range be-
tween 0 and 1 is mapped to an exponential output
range. The employed material constants are given

0 0.2 0.4 0.6 0.8 1

Normalized longitudinal position

-40

-30

-20

-10

0

A
m

p
lit

u
d

e
 o

r 
m

o
d

a
l 
w

e
ig

h
t 

in
 d

B

N=0

N=1

N=2

N=3

N=4

N=5

N=6

N=7

N=8

N=9

Minimum of N=2

Maximum of N=3

Figure 5.16.: Modal weights of a vibrating bar with
free ends as a function of excitation position.

in Tab. 5.12. The thermoelastic constants R1t and
c1t are pre-computed via the underlying physical
constants based on Eq. 3.81 and 3.79.
Additional damping is introduced to create a

plausible overall decay time, different to the ideal
free plate that is assumed to be freely hovering in
the air. This is achieved by a constant bias to the
decay factors. We argue that almost any frequency-
dependent damping that is higher than that of the
ideal free plate can be achieved by some kind of
physical physical suspension. In other words, it
seems physically feasible to set any desired decay
time as long as it is lower than that of the free
plate. The decay factors of all rendered materials
are therefore shifted so that the 3/0 mode matches a
desired decay time that can be chosen freely. Mode
3/0 roughly controls pitch and is usually the longest
decaying mode if those below are neglected due to
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5.3. Auditory discrimination of material and aspect ratio

excitation in its maximum. Within the experiment,
two decay times T60 of 0.15 s and 0.45 s are used
in two different conditions.
Stimuli are pre-rendered by using the complete

physical model as described in Ch. 3. As excitation
signal for a single impact, a Hann window of con-
stant length 0.5 ms is used. The duration is chosen
to perceptually match the pen excitation through
a paper overlay that was the case in experiment 1.
Each stimulus consists of the same model plate that
is excited by 4 successive impacts in time intervals of
200 ms. A less machine-like, more natural rhythm is
achieved by randomization of the exact time onset
by ±5 % of the interval or ±10 ms.
All combinations of levels of metallicity, rigidity,

and aspect ratio lead to 18 model plates for each of
the two damping conditions, or 36 different stimuli
in total. To prevent participants from directly mem-
orizing individual sounds, the 3 meta-parameters (all
in the range between 0 and 1) are jittered uniformly
by ±0.05, as done in comparable studies (e.g., Lutfi
and Liu 2007). In addition, each individual impact
of the excitation is jittered by ±3 dB in amplitude
and ±10 % in duration.
Each of the 36 stimuli is rendered in 4 different

variations, two for training and two for the two
repetitions in the test.

5.3.2. Apparatus and procedure
The experiment was implemented in form of a web
page, with the help of the open-source JavaScript
library jsPsych9 (Leeuw 2015) which is designed
for running cognitive experiments online in the web
browser. The experiment was hosted free of charge
on the related Cognition10 platform. The source
code of the experiment, the Matlab script for gen-
erating the stimuli, as well as the rendered sounds
are available in Source 5.1./n

After a brief landing page which summarized con-
ditions, procedure, and the motivation behind the
experiment, participants navigated through the ex-
periment by using their mouse or other pointing
device. First, they had to indicate if they would
classify themselves as trained listeners (e.g., due to
musical training or professional background). Par-
ticipants were then requested to put on the best
headphones available. During a passive introductory
phase, all parameter dimensions were explained indi-
vidually with the help of sound examples. During an

9jsPsych JavaScript library: https://www.jspsych.org/
10Cognition platform: https://www.cognition.run

Figure 5.17.: The testing page for a single stimulus.

active training phase, participants had the possibil-
ity to compare all 18 parameter combinations within
one damping condition by clicking on the appropri-
ate buttons of two 9 × 9 matrices for non-metals
and metals, respectively. They were free to decide
when ready to start the test for this condition. The
two damping conditions (each consisting of active
training and subsequent test) were presented one
after another, in randomized order across partici-
pants. Participants were encouraged to perform the
experiment without longer pauses; the possibility to
take a break was announced between the two damp-
ing conditions. During the testing phase, they had
to identify the given stimuli in all three parameter
dimensions, with the possibility of infinite replays,
as shown in Fig. 5.17. One damping condition con-
tained two repetitions of each of the 18 stimuli in
random order. A progress bar indicated the overall
progress of the experiment.

5.3.3. Participants
The experiment was announced on newsgroups and
social media platforms that are associated to the
local students of sound engineering. In addition,
colleagues and personal acquaintances were invited
individually. In order to encourage people to partici-
pate, a lottery was initiated among participants who
completed the experiment, with the opportunity to
win one of two vouchers for local shops (50 EUR
each, for books or professional audio equipment
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Figure 5.18.: Individual participants’ accuracies together with their average, for the three parameters
(pooled over dampings, repetitions, and both other parameters).

alternatively). In total, 20 anonymous participants
finished the experiment. 14 of these classified them-
selves as trained listeners.

5.3.4. Results
The results from the experiment were collected in
CSV format by jsPsych. Based on these files, the
statistical analysis was done in Matlab.

5.3.4.1. Overview

In total, 16 % of the stimuli were correctly iden-
tified in all three parameter dimensions (pooled
over participants and dampings, with 95 % confi-
dence interval CI 95 between 13 % and 18 %). There
was no significant effect of damping on this result.
While this seems incredibly low, the chance level of
1/18 = 5.6 % in this case must be considered. As
the number of trials was balanced across classes,
this simple metric of percent correct classifications,
i.e., the accuracy, is an appropriate measure of the
participants’ performance.
For comparison between the three parameter

dimensions, their individual accuracy was com-
puted. For identification of metallicity (i.e., non-
metal vs. metal), the overall accuracy was 0.80
(CI 95 = [0.78, 0.82]), pooled over participants,
dampings, rigidities, and aspect ratios. For rigid-

ity identification (i.e., plastic/gold vs. wood/brass
vs. glass/aluminum), the overall accuracy was 0.55
(CI 95 = [0.53, 0.58]), pooled over participants,
dampings, metallicities, and aspect ratios. For as-
pect ratio identification (i.e., compact vs. longish
vs. bar-shaped), the overall accuracy was 0.36
(CI 95 = [0.33, 0.38]), pooled over participants,
dampings, metallicities, and aspect ratios.

One-tailed Wilcoxon signed-ranks tests were used
for pairwise comparisons between adjacent levels
within the parameters rigidity and aspect ratio. Re-
sponse data could take on ordinal values between 1
and 3, equaling the distinct levels. A 5 % threshold
for statistical significance was used. For rigidity,
level 2 (wood/brass) was rated significantly higher
than level 1 (plastic/gold) (Z=30142, p<0.001),
and level 3 (glass/aluminum) was rated signifi-
cantly higher than level 1 (wood/brass) (Z=50806,
p<0.001). For aspect ratio, level 2 (longish) was
rated significantly higher than level 1 (compact)
(Z=31539, p<0.001), but level 3 (bar-shaped) was
not rated significantly higher than level 2 (longish)
(Z = 28996, p= 0.244). Metallicity included only
two categorical levels. Fisher’s exact test revealed
that metals were rated significantly different to non-
metals (p<0.001, odds ratio: 15.6).

For each participant, an individual accuracy was
computed for each parameter dimension. In each
case, the data was pooled over the two other param-
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5.3. Auditory discrimination of material and aspect ratio

Table 5.13.: Top 16 confused pairs of plates, to-
gether with their probability of confusion. Pairs
include both combinations of true and estimated
plate.
P (conf.) confused plates

0.331 wood / bar wood / longish
0.306 glass / bar glass / longish
0.212 aluminum / bar glass / longish
0.206 plastic / bar plastic / longish
0.175 brass / bar brass / longish
0.169 plastic / longish plastic / compact
0.163 brass / bar gold / bar
0.156 brass / compact gold / compact
0.156 aluminum / bar aluminum / longish
0.150 plastic / bar plastic / compact
0.150 plastic / bar wood / longish
0.150 aluminum / bar glass / bar
0.144 aluminum / compact brass / compact
0.144 gold / bar gold / compact
0.138 gold / longish brass / compact
0.131 gold / bar gold / longish

eters as well as over the two damping conditions and
repetitions. These accuracies are plotted against
each other in Fig. 5.18, together with the average
over all participants. Standard deviations across par-
ticipants were 0.07 for metallicity, 0.12 for rigidity,
and 0.06 for aspect ratio.
From visual inspection, no participant seems to

represent an obvious outlier. While a few partici-
pants are more than two standard deviations away
from the average for material (participants 1 and
10) and aspect ratio (participant 3), they generally
spread rather symmetrically around the average.

Neither the average trial duration nor the average
number of replays had a significant effect on the
participants’ average accuracy. The overall accuracy,
averaged over participants, was equal for trained
and untrained participants (0.61 vs. 0.57). The
difference was strongest for rigidity discrimination
(0.58 vs. 0.50), but not significant (t(18) = 1.65,
p=0.058).
In some special cases, some plates may sound

similar, even if their physical parameters are very
different. For example, a large but dense plate may
exhibit the same modal frequencies as a small plate
of low density. Even though the physical parameters
in this experiment have already been tuned based
on previous results, we are interested in those pairs
of plates which were difficult to discriminate. For
each combination of two stimuli (the order doesn’t
matter), the probability that one was identified as
the other was computed. This confusion probability
is shown in Tab. 5.13 for the 16 most confused

Table 5.14.: Confusion matrix for metallicity, for
both damping conditions separately, pooled over
participants, rigidities and aspect ratios.

(a) weak damping
true

non-metal metal

es
tim

at
ed

non-metal 299 67
metal 61 293

Acc =0.82, χ2(1)=299.1
(b) strong damping

true
non-metal metal

es
tim

at
ed

non-metal 293 98
metal 67 262

Acc =0.77, χ2(1)=212.8

pairs. All of them had confusion probabilities above
0.13, while all less frequent confusions had prob-
abilities below 0.12. In summary, 12 of the top
16 can be attributed to confusions between aspect
ratios (top 5 occupied by confusion between longish
and bar-shaped), 12 involve a bar-shaped plate,
5 refer to rigidity confusions (3× brass/gold, 1×
aluminum/brass, 1× wood/plastic), and 2 refer to
metallicity confusions between aluminum and glass.

5.3.4.2. Confusion between non-metals and
metals

The overall confusion between metals and non-met-
als is shown in Tab. 5.14 for both dampings sep-
arately. The data was pooled over participants,
rigidities, and aspect ratios. Participants achieved a
slightly (but significantly) higher accuracy for weakly
damped plates (Acc = 0.82, CI 95 = [0.79, 0.85])
than for strongly damped plates (Acc = 0.77,
CI 95 = [0.74, 0.80]). This is mainly attributed to
false negatives for metal in case of strong damping.

In Tab. 5.15, the data is pooled over both damp-
ings, but split into two groups of rigidity, in order
to reveal influences of rigidity on perceived metal-
licity. While confusion was equally high for plas-
tic/gold and wood/brass (Acc = 0.91), it was sig-
nificantly lower for glass/aluminum (Acc = 0.57,
CI 95 = [0.53, 0.62]). Even in the latter case, how-
ever, the results were still significantly different from
chance (χ2(1)=9.9, p=0.002).
A similar effect could be observed for the differ-

ent aspect ratios, as shown in Tab. 5.16, pooled
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5. Auditory perception and information capacity of rectangular plates

Table 5.15.: Confusion matrix for metallicity, for
rigidities separately, pooled over participants, damp-
ings, and aspect ratios.
(a) plastic/gold & wood/brass

true
non-metal metal

es
tim

at
ed

non-metal 436 43
metal 44 437

Acc =0.91, χ2(1)=643.5
(b) glass/aluminum

true
non-metal metal

es
tim

at
ed

non-metal 156 122
metal 84 118

Acc =0.57, χ2(1)=9.9

Table 5.16.: Confusion matrix for metallicity, for
aspect ratios separately, pooled over participants,
dampings, and rigidities.
(a) compact & longish

true
non-metal metal

es
tim

at
ed

non-metal 379 76
metal 101 404

Acc =0.82, χ2(1)=383.6
(b) bar-shaped

true
non-metal metal

es
tim

at
ed

non-metal 213 89
metal 27 151

Acc =0.76, χ2(1)=137.3

over both dampings, but split into two groups of
aspect ratios, in order to reveal influences of aspect
ratio on perceived metallicity. While accuracy was
equally high for compact and longish plates (0.81
and 0.82, respectively), it was significantly lower for
bar-shaped plates (Acc =0.76, CI 95 =[0.72, 0.80]).

5.3.4.3. Confusion between rigidities

The total confusion between rigidities is summarized
in Tab. 5.17, pooled over participants, metallicities,
and aspect ratios, but separately for weak and strong
damping. However, there was no significant differ-

Table 5.17.: Confusion between rigidities, for both
dampings separately, pooled over participants,
metallicities, and aspect ratios.
(a) weak damping

true
low medium high

es
tim

at
ed low 126 72 35

medium 84 114 39
high 30 54 166

Acc =0.56, χ2(4)=216.5
(b) strong damping

true
low medium high

es
tim

at
ed low 123 74 35

medium 75 115 53
high 42 51 152

Acc =0.54, χ2(4)=166.0

Table 5.18.: Confusion between rigidities for non-
metals and metals separately, pooled over partici-
pants, dampings, and aspect ratios.
(a) non-metals

true
plastic wood glass

es
tim

at
ed plastic 142 65 44

wood 69 143 35
glass 29 32 161

Acc =0.62, χ2(4)=291.2
(b) metals

true
gold brass aluminum

es
tim

at
ed gold 107 81 26

brass 90 86 57
aluminum 43 73 157

Acc =0.49, χ2(4)=133.1

ence between dampings, with average accuracy of
0.55 (CI 95 =[0.53, 0.58]).

As Tab. 5.18 shows, participants were significantly
better in discriminating non-metals (Acc = 0.62,
CI 95 = [0.58, 0.65]) than metals (Acc = 0.49,
CI 95 =[0.45, 0.52]).

There was also a noticeable effect of aspect ratio
on the accuracy in discriminating between rigidities.
Table 5.19 shows confusion between rigidities for
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5.3. Auditory discrimination of material and aspect ratio

Table 5.19.: Confusion between rigidities for the
three aspect ratios, pooled over participants, damp-
ings, and metallicities.
(a) compact

true
low medium high

es
tim

at
ed low 100 61 38

medium 41 75 52
high 19 24 70

Acc =0.51, χ2(4)=82.3
(b) longish & bar-shaped

true
low medium high

es
tim

at
ed low 149 85 32

medium 118 154 40
high 53 81 248

Acc =0.57, χ2(4)=317.3

the three aspect ratio separately, pooled over partic-
ipants, dampings, and metallicities. While discrimi-
nation between rigidities was equally high for longish
(Acc = 0.58) and bar-shaped (Acc = 0.56) plates,
accuracy was lower for compact plates (Acc =0.51,
CI 95 =[0.47, 0.56]).

5.3.4.4. Confusion between aspect ratios

Overall discrimination between aspect ratios is de-
picted in Tab. 5.20 for both dampings, pooled over
participants, rigidities, and metallicities. There was
no significant difference in accuracies between weak
and strong damping; average accuracy was 0.36
(CI 95 = [0.33, 0.38]). Despite the low accuracy,
both confusion matrices were significantly different
from chance (weak damping: χ2(4)=82.7; strong
damping: χ2(4)=32.3; both p≤0.001).
A significant effect of rigidity on the discrimina-

tion between aspect ratios was observed. While
accuracy was similar for compact and longish plates
(on average: 0.38, CI 95 = [0.35, 0.41]), it was
significantly lower—and not even significantly dif-
ferent from chance— for bar-shaped plates (0.32,
CI 95 =[0.28, 0.36]). This is depicted in Tab. 5.21,
with data pooled over participants, dampings, and
metallicities.
No significant effect of metallicity was observed,

with overall accuracy of 0.36 (CI 95 =[0.33, 0.40])
for non-metals and 0.36 (CI 95 = [0.32, 0.39]) for
metals.

Table 5.20.: Confusion between aspect ratios, for
both dampings separately, pooled over participants,
metallicities, and rigidities.

(a) weak damping
true

compact longish bar

es
tim

at
ed compact 116 72 46

longish 39 59 116
bar 85 109 78

Acc =0.35, χ2(4)=82.7
(b) strong damping

true
compact longish bar

es
tim

at
ed compact 113 81 59

longish 51 58 87
bar 76 101 94

Acc =0.37, χ2(4)=32.3

Table 5.21.: Confusion between aspect ratios, de-
pendent of rigidity, pooled over participants, metal-
licities, and dampings.

(a) plastic/gold & wood/brass
true

compact longish bar

es
tim

at
ed compact 168 107 75

longish 59 70 118
bar 93 144 127

Acc =0.36, χ2(4)=73.6
(b) glass/aluminum

true
compact longish bar

es
tim

at
ed compact 60 47 30

longish 31 47 85
bar 68 66 45

Acc =0.32, χ2(4)=44.2

5.3.4.5. Number of discriminable levels

Other than in experiment 1, the response data is
only ordinal. Nevertheless, we can get a rough
estimate of the number of discriminable levels as a
function of the probability of superiority, based on
Cohen’s d, as was done in experiment 1. The result
is shown in Fig. 5.19.

In addition, we have one reference data point for
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Figure 5.19.: The number of discriminable levels of
the three parameters (metallicity, material, aspect
ratio), plotted against the probability of superiority
Ps. Markers show Ps computed from confusion
matrices. Lines show estimates based on effect size.

each parameter: the probability of superiority that
is achieved for the number of levels that were tested
in the experiment (3 rigidities, 3 aspect ratios, 2
metallicities). In case of two levels, Ps is equal to
the accuracy. In case of three levels, Ps is computed
individually for both adjacent steps (between levels
1 and 2 as well as between levels 2 and 3). The
overall Ps is then the average of the individual Ps
between adjacent levels. For material and aspect
ratio, the confusion matrix can be reduced to two
levels, in order to also obtain Ps for the two-level
case. This can be done in two ways, by combining
either levels 1 and 2, or 2 and 3, which refers to two
different decision thresholds. Assuming that partici-
pants would choose the best decision threshold, the
maximum of both values is selected. The result-
ing reference values for two and three discriminable
levels are marked in Fig. 5.19.

5.3.5. Discussion and conclusions
Overall, the results show that a combined abso-
lute identification of the three physical parameters
metallicity (2 levels), rigidity (3 levels), and aspect
ratio (3 levels) was demanding for the participants
of the experiment. While overall accuracy was quite
high for metallicity and rigidity identification (0.80
and 0.55, respectively), it was only slightly better
than chance for aspect ratio (0.36). While higher
damping had a negative effect on metallicity and
rigidity perception, no significant effect of damping

on aspect ratio perception was found, which may
be attributed to the anyway low accuracy in the
latter case.
Perceptually, the three parameters were not in-

dependent from each other. Participants could
hardly discriminate between glass and aluminum
(Acc =0.57) while plastic/gold and wood/brass dis-
crimination was excellent (Acc =0.91). This may be
attributed to the high base frequency of glass and
aluminum plates, which leads to a small number of
audible partials. This is not only due to frequency
itself, but even more due to the strong radiation
damping for all partials above the critical frequency
of the plate. Metallicity is perceptually expressed
through (a) damping of some lower partials due to
thermoelasticity, and (b) the amount of frequency-
dependent damping due to viscoelasticity. (a) is
almost completely masked by the small amount of
damping that is included, even in the condition
with weak damping. (b) affects only higher modes
beyond the critical frequency.

A similar, but smaller effect was found for aspect
ratio. For bar-shaped plates, it was harder to dis-
criminate between metallicities (Acc = 0.76) than
for compact and longish plates (Acc =0.82). This
is due to the low modal density for bars compared
to plates, making it difficult to judge the damping
of higher modes.
Overall accuracy for aspect ratio discrimina-

tion was incredibly low, independent of metallicity.
However, it was still better for plastic/gold and
wood/brass (Acc =0.36) than for glass/aluminum
(Acc = 0.32). The latter case was not even sig-
nificantly different from chance performance. This
means that for glass and aluminum, participants
were not able to discriminate between different as-
pect ratios. Following the same argumentation as
above, the low number of audible partials makes it
impossible to judge the modal density and thus the
aspect ratio.

The slightly better performance of trained listen-
ers for rigidity classification could be attributed to
the fact that musicians are generally trained in the
perception of pitch, i.e., the perceptual parameter
that is most closely connected to rigidity.
Within this experiment, the parameters could

only take a fixed amount of discrete levels (2 for
metallicity, 3 for rigidity and aspect ratio). Those
were chosen on the basis of a rough guess of our
capabilities in perception. The extreme differences
in accuracy for the three parameters show that for
an actual sonification, different parameter ranges
and/or level segmentations are necessary. These
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5.4. The information capacity of multidimensional auditory displays

can be estimated on the basis of Fig. 5.19 and
the required probability of superiority Ps. Taking
the measured values of Ps for each parameter as
reference points, it seems that a computation via Co-
hen’s d already provides a good estimate (±10 %),
even though the gathered data is only ordinal.

For rigidity, a decimation to two levels within
the same parameter range would lead to around
75 % accuracy, which seems just enough for soni-
fication. Note that this refers only to absolute
judgments without reference. For aspect ratio, even
two levels would only lead to 60 % accuracy, which
surely is insufficient for sonification. In experiment 1,
however, we achieved similar accuracy for aspect
ratio and length, while length in experiment 1 af-
fected the sound similar to the rigidity in experi-
ment 2. While (1) used aspect ratios between 1.42
and 3.9 (1.5 octaves), in (2) it ranged from 2 to 8
(2 octaves). We therefore assume that a reduced
parameter range for aspect ratio (decreased upper
limit), in conjunction with a decimation to two lev-
els would lead to sufficient accuracy for sonification.
The same applies for rigidity, where the upper limit
(glass/aluminum) seems to be high, and a decreased
upper parameter limit would improve accuracy.

We assume that two levels may be discriminable
for each of the three parameters, in a combined
identification task. This leads to a theoretical max-
imum information capacity of 3 bit or 8 distinct
items. Interestingly, this is about the same as was
achieved in similar experiments with only one single
parameter (Miller 1956). This will be explored in
more detail in the next section.

It must be noted that we investigated only ab-
solute identification without reference, similar to
absolute pitch perception. From this perspective,
even a lower information capacity would seem ac-
ceptable for sonification, as most of the information
is usually conveyed relatively, as a parameter change
over time. Absolute identification of the extreme
levels in each parameter within a multi-dimensional
sonification is supposed to serve as guidance to facil-
itate the correct identification of relative parameter
changes.

In many practical applications of percussion, we
listen for cavities within the examined object. Physi-
cians use percussion to examine and identify cavities
inside the human body. Based on the experiences
from the above experiment, future research on the
information capacity of cavities might be promising.

5.4. The information capacity
of multidimensional
auditory displays

The results of the previously described experiments
seem incredibly bad. In fact, however, we do not
have any reference yet, to compare them with. It
it therefore necessary to transform the results into
a domain that facilitates a comparison with other
research, with respect to information theory.

Similar to Pollack (1952) we want to find the in-
formation capacity that is conveyed by the auditory
display (see also Pollack 1953; Pollack and Ficks
1954). This would make it possible to compare
our display with magnitude estimations from other
sensory channels, as done by Miller 1956. They
all share a similar approach. A given physical or
perceptual parameter range is split into a number
of discrete levels; participants are then asked to
absolutely identify unknown stimuli with respect to
the given levels. The same experiment is performed
with different resolutions, i.e., numbers of discrete
levels that partition the parameter range. The per-
ceived amount of information is then plotted against
the sent amount of information. With increasing
parameter resolution, the amount of perceived in-
formation will converge to a maximum which finally
represents the information capacity of the given
parameter.
Contrary to this straightforward approach, we

performed our experiments only at one single parti-
tioning for each parameter—obviously not enough
for fitting a curve and finding a maximum. Under
some assumptions of signal detection theory, how-
ever, we may be able to find a model to predict
the results of other parameter partitionings, based
on measured effect sizes, and reformulating the
problem of discriminable levels from Sec. 5.2.5.6.
Similar to before, we assume a normal distribu-

tion for the parameter estimations on a continuous
scale, centered around the true parameter value. In
addition, we assume an equal standard deviation
for each level. This leads to overlapping standard
normal distributions between levels, as visualized for
a hypothetical number of 4 levels in Fig. 5.20. We
further assume a perfect decision criterion midway
between adjacent levels. The tails of the distribu-
tions that overlap into the next section defined by
the criteria is thus regarded as wrong answer— it
describes one level falsely identified as another level.
The probability of correct identification is thus the
area under the whole probability distribution (=1)
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Figure 5.20.: Gaussian model for estimating infor-
mation capacity.

minus the exceeding tail(s). For the lowest and
highest level, this probability P1 equals

P1 = 1− Φ
(
−|d|

2

)
, (5.31)

as visualized by the gray region in Fig. 5.20. Φ
represents the cumulative standard normal distri-
bution. The worst case for the two affected levels,
with d= 0 thus leads to a probability of P1 = 0.5.
For the in-between levels (see the black region in
Fig. 5.20), the probability P2 equals

P2 = 1− 2Φ
(
−|d|

2

)
. (5.32)

The worst possible probability of correct identifi-
cation for these levels is thus P2 = 0. Assuming
that all levels occur with equal probability (which
is the case in our experiments) allows us to simply
compute a weighted average of these probabilities,
for the given number of levels N , to obtain the final
probability of correct identification:

PC = (N − 2)P2 + 2P1

N
. (5.33)

Under the given (admittedly crude) assumptions
of the model, for N = {2, 3, ...}, the computed
values for PC are exact. The number of levels
N actually represents the amount of transmitted
information Isent = log2(N) bit. The amount of
received information Irec is thus:

Irec = log2(PC ·N) bit = Isent + log2(PC ) bit .
(5.34)

The plots for the number of discriminable lev-
els of experiment 1 (Fig. 5.9) and experiment 2
(Fig. 5.19) can thus be newly drawn to show the
amount of received information vs. the amount of
sent information, as done in Fig. 5.21 and 5.22,
respectively. For experiment 2, the underlying effect
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Figure 5.21.: Received vs. sent information for the
two dimensions of experiment 1.

sizes are only approximate. The actual measure-
ment points marked in the plot, however, suggest
that the estimated curves are quite close to reality.
For the two-dimensional sonification in experi-

ment 1, we achieve a maximum information capac-
ity of about 1.3 bit for the length parameter, in case
of a wooden plate. For the same wooden plate, the
information capacity of the aspect ratio parameter
is about 0.9 bit. The combined information capacity
is then the sum of the two, minus the error that
comes from confusing the two parameter dimen-
sions (in contrast to confusing levels within one
dimension). The total information capacity of a
2D auditory display with dimensions A and B and
confusion accuracy AccAB is thus

Irec = Irec,A+Irec,B +log2(AccAB) bit . (5.35)

In case of wood, we achieve a combined information
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Figure 5.22.: Received vs. sent information for the
three dimensions of experiment 2.

capacity of 1.3 bit+0.9 bit+log2(0.81) bit = 1.9 bit.
For experiment 2, the parameter confusion is

already contained in the estimate effect size. The
total information capacity is thus just the sum of the
individual dimensions: 0.7 bit + 0.6 bit + 0.2 bit =
1.5 bit.

How good is that in comparison to the literature?
Miller (1956) already showed that the information
capacity of a single parameter, no matter from
which sensory modality, usually lies between 5 and 9
levels or between 2 bit and 3 bit. This incredibly low
capacity is not due to a low perceptual resolution,
but rather due to the low capacity of our short-term
memory. Pollack (1952) showed that the informa-
tion capacity for pitch perception is about 2.5 bit,
irrespective of the actual frequency range: even if
we can perfectly identify and discriminate 5 high
pitches and 5 low pitches in two different experi-
ments, a combination of the two frequency ranges
again yields only 5 identifiable levels. The same
applies for loudness, with an information capacity
of 2.3 bit. (Pollack 1952)

It seems logical that a combined two-dimensional
auditory display using pitch and loudness would
yield the sum of both information capacities, as
the two dimensions seem to be almost completely
independent. Pollack (1953) showed that we are
not living in such a perfect world. The combined
number of identifiable combinations is not 5× 5=
25 but more close to 5 + 5 = 10; he measured a
combined information capacity of 3.1 bit. Taking
this into account, our results aren’t looking that
bad at all. We didn’t even reach the 2.5 bit of
pitch identification (one dimension) with our 2D

and 3D auditory display, but that was not expected
anyway, due to our assumption in the first place:
we explicitly chose less salient but more plausible
parameter dimensions, knowing that this will reduce
the information capacity of the auditory display.
The logical consequence of all this is to circum-

vent the hard limit of one-dimensional information
capacity by adding more and more dimensions to
the auditory display. Pollack and Ficks (1954) al-
ready took this idea to the extreme by presenting an
8-dimensional auditory display that used 8 indepen-
dent sound parameters of 2 levels or 1 bit resolution
each. By that method, listeners were capable of
perceiving almost all of the 8 bit sent: about 7 bit
were received.

Our approach to use two or three sound parame-
ters of low resolution was already the right choice,
but not yet enough. It must additionally be noted
that our physically-inspired parameter dimensions
partly interfere with each other, so that participants
were possibly forced to distinctly remember every
single parameter combination. That may be why our
multidimensional auditory displays are still within
the range of single parameters such as, e.g., the
saltiness of water (1.9 bit, see Miller 1956).
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6. “Schrödinger’s box”: an experimental
platform for implausible auditory
augmentation

Figure 6.1.: A black box just appeared in the snow. How would it sound, if you struck it with a mallet?

<

A condensed version of this chapter in the form of an
article is provided by Weger, Svoronos-Kanavas, and
Höldrich (2022). The sound library and some parts
of the software implementation for this project were
created by Iason Svoronos-Kanavas during his Erasmus
internship under my supervision, based on my original
ideas.

We have still no clue about how far plausible audi-
tory feedback can get from the original, and at what
point implausible auditory feedback begins. For Al-
tAR/table, we already chose a realistic sound model
that is at least physically plausible. For exploring
the limits of plausibility, such a physical model is
too restrictive. We therefore propose a different
platform that is capable of producing even absurd
sounds.
Imagine a physical object that doesn’t give any

visual indication on its material, its internal structure
or contents, its meaning, or its purpose. Something
similar to a monolith from Arthur C. Clarke’s “Space
Odyssey” novel series or their cinema adaptions.
Just like a black box. In fact, it is a black box.
“Schrödinger’s box” is depicted in Fig 6.1. How
would you expect it to sound, if you struck it with
a mallet, as in Fig. 6.2? What kind of sound would
be plausible, and what kind of sound would be
implausible? That is the question.

From visual inspection, only very few information
can be inferred: solid (outer) material, glossy black
color, cuboid shape, and a specific size. The most

valuable information is that of solid material. This
implies that the object will produce some kind of im-
pact sound in response to the mallet. While size and
shape influence pitch as well as intervals between
partials, this information unfortunately does not
restrict absolute pitch if there are no assumptions
on material or content. Also the black color is not
providing any relevant information at all, but only
occludes everything that is hidden behind, including
the internal structure of the object. Is it hollow
or solid? Are there any loose parts inside, such as
other rigid objects, grains, or fluids? Are there some
machinery or electric components inside? Does it
contain alien life forms or will it just explode?

For the design of Schrödinger’s box, we followed
some very basic rules. According to Norman (2013,
pp. 10–13), well-designed products have affordances
to guide users intuitively to their proper use. For
that reason, we tried to hide every signifier that
might reveal information. Furthermore, we applied
easily discriminable colors to our internal graph-
ical user interface (GUI) for intuitive debugging
and calibration, but chose a uniform black for the
physical object itself. In addition, its surface is so
glossy that it is even impossible to scratch it. These
three aspects intend to focus the user’s attention
to the black mallet that is lying besides and thus
evoke the irresistible desire to strike the box, and—
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finally— resolve the mystery simply by listening to
the resulting sound.

The performed action refers to a “hit and listen”
approach for object identification (Krotkov 1995).
In Sec. 2.2 we already examined how physical pa-
rameters are perceived based on such impact sounds.
While we are able to extract a lot of useful infor-
mation, many ambiguities show up. In addition,
auditory feedback rarely comes alone. It is usu-
ally accompanied by feedback from other sensory
modalities such as vision or touch. These informa-
tion channels are not only processed in parallel, but
interact and interfere with each other. However,
if interaction is only performed by using a mallet,
then the haptic feedback does not reveal more infor-
mation than that of solid material. Visual feedback
anyway doesn’t reveal much information.
Human sound source identification shows that

there is much space for alternative auditory feed-
back, i.e., auditory feedback that is different from
the physical truth, but that would suffice our imper-
fect auditory perception for being perceived as plau-
sible with respect to the performed action. There
must be a large variety of alternative auditory feed-
backs that are plausible with respect to the little
visual and haptic feedback that is returned through
the interaction loop.
Schrödinger’s box is a case study for exploring

the plausibility of auditory feedback for unknown
sounding objects. In the next section, we will discuss
plausible auditory feedback for such objects in more
detail (Sec. 6.1). Afterwards, we will describe the
apparatus, i.e., Schrödinger’s box hardware platform
(Sec. 6.3) as well as the software implementation
based on onset detection (Sec. 6.4) and sample
playback. A discussion of the results follows in
Sec. 6.6.

6.1. The plausibility of auditory
feedback

The plausibility of sound has already been dis-
cussed in Sec. 1.7. What can we thus expect from
Schrödinger’s box? As the other senses suggest
a solid object, we assume that opposing auditory
feedback without a distinct onset yields implausi-
bility. A fluid sound, for example, can hardly lead
to a plausible impression—especially keeping in
mind that the performed action is almost perfectly
identified from sound alone (Lemaitre and Heller
2012). For basic low-level plausibility, the feedback

What is that? Affordances?
Hit with mallet.

#?!

How would we
expect it to
sound?

Figure 6.2.: The main research question: what
makes auditory feedback plausible?

from different sensory channels (audition, vision,
and haptics) should maintain a certain degree of
congruency.
A long resonating decay or reverberation tail

might be plausible for a hollow box. A squeaking
sound of a rubber duck might be plausible for a box
made of rubber. The sound of cracking glass suc-
ceeding a primary impact might plausibly indicate
that the sidewalls are made of thin glass. Rattling
or chattering is assumed to be plausible in case
of partially loose parts within the box. And even
sounds of machinery or living creatures might be
plausible under certain circumstances. For example,
if the object is bigger than an average cat, it might
be plausible if it responded “miao” to a mallet im-
pact (in addition to the sound of a hollow box).
We hypothesize, however, that the high complexity
of explanation (cat locked inside the box) reduces
the plausibility of the sound. If the box roared like
a tiger, it is assumed to be implausible, as it is
physically impossible to squeeze such an animal in
this little box.

What about synthetic sounds? How plausible can
they be? For synthetic sounds that mimic a physical
system, most literature comes to the conclusion that
we cannot discriminate between real and synthetic,
even with very simplified modal synthesis models
(e.g., Lutfi et al. 2005; Traer et al. 2019). These
models are widely used in psychoacoustic experi-
ments, and we feel free to argue that they will be
as plausible as their physical archetype.
For synthetic sounds that don’t mimic any physical
system, we can expect two possible ways of percep-
tion. First, the sound may be identified as artificial,
with the result that the only plausible explanation is
that of hidden electronics inside the object. Under
the assumption that everything can be faked, how-
ever, a person will presumably accept just anything
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dong!

1. primary

crash!

2. yield

miao!

3. secondary

Figure 6.3.: The three sound layers created by
Schrödinger’s box.

as similarly plausible, and the question of plausibility
loses its meaning.
Second, the listener may not be fully aware of the
sound being synthetic. The listener might then per-
ceive it as plausible, if it is a cartoonification of a
plausible sound. Grimshaw (2009) argues towards
the existence of a dip in the plausibility function,
similar to the uncanny valley (Mori et al. 2012),
for synthetic stimuli that are very close to the true
stimulus (see also Wages et al. 2004 and Sec. 1.7).
A cartoonification may therefore be even more plau-
sible than a simulation close to reality. This effect,
however, has not yet been found outside the visual
domain, and even there, it strongly depends on the
given context. Cartoonifications help to communi-
cate the specific information that they were designed
for, e.g., in movies, video games, or sonifications
(Rocchesso et al. 2003). We suppose, however,
that if regarded in isolation, i.e., when users are
deliberately asked to judge a certain sound, a car-
toonification might be recognized as synthetic and
thus implausible.

6.2. A taxonomy of sounds for
a black box

There already exist various concepts of parameter
spaces or timbre spaces of sounds. Assuming that
plausible auditory feedback requires a plausible phys-
ical explanation, the parameter space itself must be
based on physical parameters, too. Such a taxon-
omy of physical sounds was proposed by Monache
et al. (2010). Within this taxonomy, all interac-
tions between solids are based on three low-level
models: fracture, impact, and friction. Higher-level
processes such as crushing, bouncing, or squeaking,
are constructed from these elements. In the same
way, musical instruments can be categorized based

on the type of excitation (e.g., bowed or struck)
and the type of resonator (e.g., plate or air col-
umn), as was done by Lakatos (2000). If every
possible sound, irrespective of its physical feasibility,
needs to be covered by the timbre space, more ab-
stract sound parameters (e.g., spectral centroid or
spectral flux) or their perceptual counterparts (e.g.,
pitch or roughness) are required. This approach
was investigated by Lakatos (2000) and McAdams
(2019). Others, e.g., Gounaropoulos et al. (2006),
combined perceptual parameters such as brightness,
warmness, and harshness with physical properties
(e.g., metallic, plucked, etc.).

Given the “hit and listen” approach depicted in
Fig. 6.2, we are able to reduce the necessary tim-
bre space of Schrödinger’s box to impacts or at
least sounds that exhibit a distinct transient. As
discussed in the previous section, sounds that are
far beyond this category are unlikely to create a
plausible multisensory percept. The sounds result-
ing from mallet impact to a solid black box can be
sorted into three categories or layers. These refer
to different causal relationships between the user’s
action and the system’s sonic response, as visualized
in Fig. 6.3.

Layer 1 corresponds to the primary sound in direct
response to the impact. This basic sound depends
on impact force as well as on the spatial location of
the excitation. In particular, a stronger impact leads
to a louder sound with boosted high frequencies.
The excitation position defines the distribution of
energy into the individual vibrational modes, depend-
ing on their respective shapes. Due to geometric
patterns of nodal lines (Chladni patterns), this usu-
ally leads to some kind of position-dependent comb
filtering. The sound may exhibit additional com-
ponents due to (partially) loose components that
may lead to additional impacts and thus rattling or
chattering.

Layer 2 includes those sounds that are emitted if
the impact force exceeds a certain object-specific
threshold. It describes the yield sound that occurs
due to material fatigue, leading to crushing/crum-
pling sounds or even fracture/cracks or complete
shattering into loose components. For fluids, it may
also refer to the mallet indentation into a fluid in
contrast to hitting its surface.
Layer 3 finally refers to secondary sounds that

emerge from sub-processes concerning the inner
structure or contents. These may be purely me-
chanical, driven by energy from the impact, but also
machinery with its own source of energy, or even
result from a living being such a cat locked inside
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Figure 6.4.: The empty box inside, showing the
structure-borne exciters.

Figure 6.5.: The top plate holding the contact mi-
crophones, together with its rubber feet that attach
it to the rest of the box.

the box.
For the purpose of future experiments, a sound

library has been created specifically for exploring
the limits of plausibility with Schrödinger’s box. It
utilizes the previously discussed features and intends
to cover the whole timbre space ranging from com-
pletely plausible or alternative auditory feedbacks
up to definitely implausible ones.

6.3. Hardware platform
The black box itself is based on a 23 cm hollow
wooden cube. Its basic structure is glued together
from strips of beech wood, covered with 4 mm beech
plywood on the four vertical sides. These sides act
as bending wave loudspeakers, each driven by a
Visaton EX 60 S structure-borne exciter, attached
from the inside by using 3M VHB tape (see Fig. 6.4).
On the top, the cube is first covered by a 3 mm
medium-density fiberboard (MDF) plate which then
carries the 16 mm MDF top plate via 5 rubber

dampers. Four piezo disks of 3 cm diameter are
glued to its bottom near to the corners, acting as
contact microphones (see Fig. 6.5). The top plate
is reinforced by a smaller 3 mm MDF plate that is
glued to its bottom side and exhibits cutouts for the
piezos. The dampers in combination with the rela-
tively high thickness and weight of the reinforced top
plate minimize acoustic feedback between exciters
and contact microphones. The sandwich construc-
tion of the top plate further leads to high damping
and thus minimizes the original auditory feedback
if struck with a mallet. It is assumed that nobody
would think of knocking the box on its side.

The gap between main structure and top plate
is concealed by strips of solid spruce, so that only
about 1 mm is left to maintain decoupling. The
whole box is painted in shiny black, so that the
wooden construction is not visible anymore, and
thus no visual cues of material are given. The
glossy surface further ensures that no significant
sound can be created by scratching. Under this
aspect, even plausible hand interaction might be
possible (tapping, knocking), provided that onset
detection is sensitive to fingers.

Except contact microphones and exciters, all nec-
essary electronics are mounted on a thin plate that
is inserted diagonally into the box from the bottom,
with the possibility to remove it for servicing work.
Figure 6.6 shows the block diagram of the main com-
ponents. The basis comprises a BeagleBone1 Black
(Rev. C) microcomputer that is running the Bela
software2. It is extended by the CTAG FACE cape
for analog multi-channel audio and the Bela cape for
additional analog and digital sensors (McPherson
and Zappi 2015; Langer and Manzke 2018). The
four contact microphones are connected to the au-
dio inputs of the CTAG cape through buffer preamps
(2× Schatten Design MicroPre 2). The exciters are
connected to the audio outputs via class-D ampli-
fiers based on the TPA3116D2 chip. In addition, an
ADXL330 3-axis accelerometer is connected to the
analog inputs of the Bela cape. Wireless communi-
cation and remote development is provided through
a USB WLAN dongle.
The three main components (BeagleBone and

capes, preamps, amps) are shielded individually from
each other, from the WLAN antenna, as well as
from outside electromagnetic fields.
The whole system is battery-powered. As the

BeagleBone introduces noise to other components

1BeagleBone: https://beagleboard.org/bone
2Bela: https://bela.io/
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microcomputer

BeagleBone Black Rev C

CTAG FACE cape

Bela cape buffer preamps 2× Schatten Design
MicroPre 2

contact microphones 4× piezo disk (⌀ 3 cm)3-axis accelerometerADXL330

WLAN dongle

Ralink RT5370
power amplifiers 2× TPA3116D2

class-D amplifier

structure-borne exciters 4× Visaton EX 60 R

I2S
SPI

USB

Figure 6.6.: Block diagram of the hardware signal flow of Schrödinger’s box. Arrows indicate analog
connections.

in case of a common power supply, it is powered
by a separate 5 V USB powerbank (EMOS Alpha
Slim 10 A h). This also powers a relay to switch
the supply voltage for preamps and amps that is
delivered by a Shanqiu FX 5-12 Mini UPS power-
bank with 10 A h capacity (rated at 3.7 V) and sep-
arate outputs for the 5 V and 9 V that are required
by preamps and amps, respectively. These supply
voltages are further filtered by a Yoyo ZGP Noise
Blocker for preamps and by two analog low-pass
filters (−50.5 dB @ 4 kHz) for amps, respectively.
As the peak power of amps and exciters largely
exceeds the rated power of the used battery, two
10 mF buffer capacitors are used. If fully charged,
the batteries last for several hours of continuous use.
The electronics that are placed within Schrödinger’s
box are shown in Fig. 6.7.

The exciters are equalized by using an inverse fil-
ter. Their impulse response (IR) was obtained by the
exponential sine sweep (ESS) method (Farina 2000);
the signal processing was done in Matlab, based
on the Pd implementation by Vetter and Rosario
(2011). Measurements were carried out with a
pair of Behringer ECM8000 measurement micro-
phones from about 20 cm distance to the box. The
sweep was played to all outputs in synchrony; the
energetically averaged magnitude spectra of both
microphones form the overall magnitude response in
Fig. 6.8. Based on the smoothed inverse of the mea-
sured magnitude spectrum, a minimum phase filter
of 256 samples length was created (Smith 2010,
pp. 297–303). The group delay of the filter is as
low as 0.15 ms at its maximum near the magnitude
notch around 400 Hz. The filter IR is applied in real
time by partitioned convolution.

Figure 6.7.: “Schrödinger’s guts”: the electronics
within Schrödinger’s box. The components for
power supply are mounted on the bottom.

All digital signal processing is implemented in
SuperCollider. It consists of two main components:
onset detection (see Sec. 6.4) and sample playback
(Sec. 6.5). The Bela IDE has been deactivated for
saving computing power.

6.4. Real-time onset detection
revisited

The augmented object is designed to play a sound
sample through the loudspeakers (i.e., structure-
borne exciters), as soon as an impact is detected
by the contact microphones. All this needs to take
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Figure 6.8.: Measured magnitude spectrum of the
structure-borne exciters of Schrödinger’s box, with
arbitrary normalization.

place as fast as possible, so that the augmented
auditory feedback merges to a single sound event
with the original auditory feedback.

A delay between the auditory and haptic feedback
can be recognized by human listeners if it exceeds
10 ms (Jack et al. 2016). At this latency, a maxi-
mum jitter of ±1 ms is accepted; a larger jitter may
be compensated by lower latency (Jack et al. 2016).
The total round-trip latency of the system, including
onset detection, must therefore strictly stay below
this threshold. In addition, the augmented auditory
feedback needs to fuse with the original auditory
feedback. Our own informal listening test suggests
that a latency of less than 10 ms is required for that
task. For open-canal hearing aids, a latency below
5 ms is generally recommended in order to avoid
audible interferences (Herbig and Chalupper 2010).
We therefore target an overall round-trip latency
that is at least below 5 ms. Note that the temporal
acuity of the auditory system is only between 1 or
2 ms (Green 1971).

6.4.1. Onset time: predict the future
and undo the past

Reliable detection of onsets takes time. We are en-
tering the dilemma of causality: an onset can only
be detected after it has already occurred. And even
worse: according to Dixon (2006), the perceptual
onset time occurs already at a level that is between
6 dB and 15 dB below the peak of the onset, depend-
ing on the sound material. Optimally, the sample
playback would therefore start at this perceptual

onset time—at the latest. Assuming that onsets
in our case are always short impacts, with silence
everywhere else, we can detect in time domain, if
the amplitude reaches a certain threshold. Usually,
this approach requires some sort of pre-processing
to filter out low-frequency noise and to automati-
cally adapt the threshold to the overall signal level
and noise floor. This time-based approach is able to
detect onsets almost instantly. However, it may not
be very reliable. Due to noise or amplitude mod-
ulation, peaks may be falsely identified as onsets,
or true onsets might be missed in case that they
are masked by some louder stationary low-frequency
sound.
That is why most current onset detection algo-

rithms work in frequency domain, based on the
short-time Fourier transform (STFT) (Dixon 2006).
While these methods are generally robust, an onset
can only be detected at the end of the current FFT
frame containing the onset. This implies a sam-
ple-rate reduction of the onset detection, leading
to a theoretical jitter of detection time between 1
sample (in case the onset appears in the last sample
of the frame) and the length of one frame (in case
the onset appears right at the beginning). In case
of an FFT size of 256 samples at 48 kHz sampling
rate and non-overlapping rectangular windows, this
induces up to 5 ms of jitter. In practice, overlapping
Hann windows are used. Assuming that onsets are
only detected if they are within the central 50 % of
the window, between 1 ms and 4 ms of latency are
introduced. Frequency-based onset detection algo-
rithms therefore may be robust in detecting onsets,
but bear the disadvantage of large temporal jitter,
way above our threshold of hearing (see, e.g., Jack
et al. 2016 for detection thresholds).

An approach to overcome the jitter was proposed
by Turchet (2018) who used time-based onset de-
tection (TBOD) to retrieve the correct time for any
onset that is detected by frequency-based onset de-
tection (FBOD). In this case, however, the jitter is
compensated by even more additional delay, which
is unacceptable in our case. We therefore propose
to already trigger sample playback if an onset is de-
tected by TBOD, and then either confirm if FBOD
also detects it (hit or true positive), or cancel it if
FBOD disagrees (false alarm). Such cancellation is
barely noticed since it occurs already within the first
5 ms of playback. FBOD may also trigger playback
itself if TBOD overlooked a true onset (miss), or
agree with TBOD that there was no onset within
the last frame (correct rejection). A block diagram
of this approach is shown in Fig. 6.9. Hit and false
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TBOD trigger FBOD trigger

TBOD
triggered
within last
frame?

start
new voice

no

delay
1 frame

FBOD
triggered
within last
frame?

cancel
last voice

no

Figure 6.9.: Block diagram of the merging strategy
of TBOD and FBOD. The delay equals the FFT
size (5.3 ms for 256 samples FFT size at 48 kHz
sampling rate).

alarm do not require any additional action by FBOD,
as TBOD did alright. In case of false alarm, sound
playback must be stopped instantly. In case of miss,
FBOD can either trigger a new onset, or decide that
it is now anyway too late and simply feel ashamed.
As FBOD is anyway always too late with its

detection, no additional delay is introduced for jitter
compensation in case of miss. For 256 samples FFT
frames with 75 % overlapping Hann windows, the
onset detection time of this approach theoretically
jitters between 0 ms (hit) and 4 ms (miss, onset
appears at 75 % of FFT frame). Assuming a round-
trip latency of 2 ms, this sums up to a latency of
4 ms with ±2 ms of jitter. While Jack et al. (2016)
reported that a random latency of 10±3 ms feels as
bad as a constant 20 ms latency, we assume that
our high theoretical jitter is compensated by the
small constant latency below 5 ms. This assumption,
however, has not been tested experimentally.
TBOD is inspired by the time-domain algorithm

proposed by Turchet (2018), but tuned to lower
latency. It is depicted in Fig. 6.10. Under the
assumption that an onset by nature must exhibit
a broad spectrum, the input signal first passes a
2nd-order high-pass filter at 4 kHz to remove low-
frequency noise. Then, the energy of the signal is
approximated by the Teager-Kaiser energy operator

HPF 2nd-order high-pass filter, fH=4 kHz

TKEO ψ
Discrete Teager-Kaiser
Energy Operator

LPF 1st-order low-pass filter, fL1 =1 kHz

differentiation 1st order, backward

LPF 1st-order low-pass filter, fL2 =1 kHz

Schmitt trigger thresholding

monophonic input signal

“energy”

slope

ODF

TBOD trigger

Figure 6.10.: Block diagram of time-based onset
detection (TBOD).

(TKEO) ψ (Kaiser 1990; Kahrs 2001),

ψ
(
x[n]

)
≈ x2[n− 1]− x[n]x[n− 2] , (6.1)

which provides a significant improvement for time-
based and frequency-based onset detection, even by
just adding it at the beginning of the signal chain
(Istvanek et al. 2020). The energy is smoothed by
a 1st-order low-pass filter at 1 kHz cutoff frequency.
The slope of this smoothed energy is computed by
simple 1st-order backward differentiation, to make
detection agnostic to the absolute sound level. An-
other smoothing stage through a 1st-order low-pass
filter at 1 kHz yields the onset detection function
(ODF). The cutoff frequencies have been selected as
a compromise between false alarm rate and latency.
Onsets are finally detected by simple thresholding of
the ODF by using a Schmitt trigger: a new onset is
triggered if its high threshold is exceeded; the next
onset can only occur if the signal has fallen below
its low threshold. In addition, re-triggering is pre-
vented during a refractory period of 50 ms between
successive onsets. With the above settings, onsets
are detected within approximately 16 samples.
FBOD is based on the algorithm described by

Stowell and Plumbley (2007) and its implementa-
tion for SuperCollider in form of the Onsets UGen.
A block diagram is shown in Fig. 6.11. The input
signal is transformed to frequency domain via FFT
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FFT
256 samples block size,
Hann window, 75 % overlap

adaptive whitening

rectified complex deviation

+

> threshold thresholding

median N=22 blocks

monophonic input signal

ODF

−

FBOD trigger

Figure 6.11.: Block diagram of frequency-based on-
set detection (FBOD).

(256 samples block size, Hann window, 75 % over-
lap), then passes a pre-processing step for adaptive
whitening. As ODF, the rectified complex deviation
(RCD) is computed. A median filter over 22 blocks
(equals 29 ms at the given block size and overlap)
retrieves the general trend of the ODF which is then
subtracted. Onsets are finally detected by simple
thresholding. The next onset can only be triggered
after a refractory period of 40 blocks (53 ms).

6.4.2. Impact force and spatial
location: extract features
before they emerge

For triggering sound samples with plausible sound
parameters, we need information on impact force
as well as its spatial location on the physical object.
The extraction of both features is based on the
same measurements of the individual microphone
channels as the detection of onset time in Sec. 6.4.1.
What we are actually interested in, is the amplitude
of the input signal: separately for all input channels,
in order to roughly estimate the spatial location
of the onset via level differences; averaged over
all channels, for controlling the amplitude of the
sample playback.

For each channel, the raw input signal is first pre-
conditioned through a 1st-order high-pass filter at

1.5 kHz, followed by taking the absolute value. The
actual amplitude, i.e., the absolute maximum of
the signal envelope, is only reached after some time
(here about 0.9 ms after detecting the onset). A
straightforward approach would therefore be to wait
with sample playback for 0.9 ms and then set the
amplitude to the absolute maximum since detection
time. As we cannot afford waiting, sample playback
is already started at detection time, and the ampli-
tude is constantly updated (at audio rate) through
the running maximum during the first 0.9 ms, and
then held constant by repeating the last value.

As the measured amplitude is much higher if the
impact occurs directly at a microphone position,
the raw velocities of all channels are averaged in
order to counteract this effect. The average value
is then mapped to absolute playback gain of the
sound sample (between 0 and 1) through a linear
mapping function that is tuned by ear.
For sound localization, only relative level differ-

ences are necessary. These are already sufficiently
existing at onset detection time to obtain a rough
estimate of the spatial location of the onset. Keep
in mind that the onset is already detected after
about 16 samples after the true onset, and am-
plitude differences at this time mainly occur due
to time differences between the individual channels.
The energy ratio between the top/left and top/right
microphone, as well as between the bottom/left and
bottom/right microphone are measured. A mini-
mum and maximum ratio is defined (about 0.5 and
2 , respectively), and the values are then mapped
from the exponential range to a linear range between
−1 and 1 which represent normalized coordinates on
the top plate of the cube. Results from both mea-
surements (top and bottom) are averaged to obtain
the Cartesian coordinate in x-direction. The same
procedure is performed with the energy ratios be-
tween top and bottom in y-direction.

6.5. Sample playback
The sample playback engine of Schrödinger’s box
implements the three sound layers that were in-
troduced in Sec. 6.2. While the primary sound is
entirely processed in audio rate on the SuperCollider
server, so that its playback is instantly started at
onset detection time, yield and secondary sound are
processed through the SuperCollider language which
offers more flexibility in starting new processes on
demand.

Primary sound. On every new onset, a new sam-
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ple is randomly selected without repetition, out of
a sample bank that holds multiple versions. The
sample is then piped to the next idle voice of the
polyphonic voice allocation. All voices are continu-
ously running in idle to be ready at any time. If all
slots are busy (in case of long samples), the least
recent voice is faded out within the running refrac-
tory period to be available for the next onset. The
maximum number of voices is defined individually
for each sound preset, as the appropriate number
of voices depends on the specific sound. To give an
example, several impacts on a rigid object such as
a glass plate superimpose, whereas a squeaky toy
can only produce one squeak at a time.
The continuously updated amplitude is sent to the
latest voice through an audio bus. The spatial lo-
cation which is available already at onset time, is
mapped to a pair of filters that shape the sound
in a simple but reproducible way, mimicking the
position-dependent energy distribution across vibra-
tional modes. The x- and y-position are identically
mapped to the frequency of a matched pair of peak-
ing and notch filters. On the main diagonal of the
surface, they cancel each other, but if hit off-center,
boost and attenuation occur at different frequencies,
shaping the sound while to some extent preserving
the original signal energy. Impact force is mapped
linearly to the overall playback level. In addition,
a boost of high frequencies which would naturally
occur with increasing impact force is achieved by a
level-dependent shelving filter.
Yield sound. The yield sound implements the

same random sample selection and force-dependent
output level, but leaves out the additional filtering
which would not be physically meaningful in this
context.
Secondary sound. The secondary sound is trig-

gered at random after two or more onsets. The
probability to trigger increases from 0 to 1 with
each impact, starting from the second impact after
the end of the last secondary sound. The maximum
number of necessary impacts for surely triggering
the secondary sound is set individually for each
sound preset.

6.6. Conclusions and outlook:
exploring the limits of
plausibility

Demo videos of Schrödinger’s box are available in
Source 6.1r , while the source code is made public

in Source 6.2 /. With Schrödinger’s box we now
have exactly the tool that we need for exploring
the plausibility of auditory augmentations. Due to
its flexible multi-sampling engine that is tuned to
its one and only affordance (being struck by a mal-
let), it is capable of providing plausible as well as
implausible auditory feedback. Its total round-trip
latency (including A/D and D/A conversion, on-
set detection, and sample playback) equals about
2.4 ms at a hardware buffer size of 16 samples. It
therefore seems to meet the extreme requirements
of low-latency signal processing that are needed
in order to merge the augmented auditory feed-
back with the original auditory feedback to a single
sound percept. While this assumption needs further
systematic examination, informal listening tests sug-
gest a major improvement in comparison to 5 ms
round-trip latency.
With regards to the combination of frequency-

(FBOD) and time-based (TBOD) onset detection
for triggering samples, it was observed that false
alarms as well as missed onsets rarely occurred, even
with TBOD alone, for the given mallet interaction.
In addition, the latency of FBOD was observed to be
unacceptable for the given task. FBOD is therefore
deactivated in laboratory situations, but kept as an
option for applications in noisy environments such
as public sound installations.

In the future, several experiments are planned on
the basis of Schrödinger’s box. First, the fusion of
original auditory feedback and augmented auditory
feedback to a single sound percept needs to be mea-
sured as a function of loudness ratio and latency.
Second, the limits of plausibility should be explored
via absolute judgments of plausibility in combina-
tion with verbalizations similar to the estimation
of causal uncertainty (Ballas and Sliwinski 1986;
Lemaitre et al. 2010), in order to finally derive an
auditory plausibility analysis model similar to PAM
(Connell and Keane 2006).

Bibliography
Ballas, J. A. and M. J. Sliwinski (Nov. 1, 1986).
Causal Uncertainty in the Identification of Envi-
ronmental Sounds. ONR-86-1. Fort Belvoir, VA:
Defense Technical Information Center. doi: 10.
21236/ADA175228.

Connell, Louise and Mark T. Keane (Jan. 2,
2006). “A Model of Plausibility”. In: Cogni-
tive Science 30.1, pp. 95–120. doi: 10.1207/
s15516709cog0000_53.

141

https://phaidra.kug.ac.at/o:126434
https://github.com/m---w/schroedingers-box
https://doi.org/10.21236/ADA175228
https://doi.org/10.21236/ADA175228
https://doi.org/10.1207/s15516709cog0000_53
https://doi.org/10.1207/s15516709cog0000_53


6. “Schrödinger’s box”: an experimental platform for implausible auditory augmentation

Dixon, Simon (2006). “Onset Detection Revisited”.
In: International Conference on Digital Audio Ef-
fects (DAFx). Montréal, Canada, pp. 133–137.

Farina, Angelo (2000). “Simultaneous measure-
ment of impulse response and distortion with a
swept-sine technique”. In: AES Convention. Paris,
France: Audio Engineering Society.

Gounaropoulos, Alex et al. (2006). “Synthesis-
ing Timbres and Timbre-Changes from Adjec-
tives/Adverbs”. In: Applications of Evolutionary
Computing. Ed. by Franz Rothlauf et al. Red. by
Josef Kittler et al. Vol. 3907. Springer Berlin Hei-
delberg, pp. 664–675. doi: 10.1007/11732242_
63.

Green, David M. (1971). “Temporal auditory acuity.”
In: Psychological Review 78.6, pp. 540–551. doi:
10.1037/h0031798.

Grimshaw, Mark (2009). “The audio Uncanny Val-
ley: Sound, fear and the horror game.” In: Games
Computing and Creative Technologies.

Herbig, R. and R. Chalupper (2010). “Acceptable
processing delay in digital hearing aids.” In: Hear-
ing Review 17.1, pp. 28–31.

Istvanek, Matej et al. (Jan. 4, 2020). “Enhance-
ment of Conventional Beat Tracking System Us-
ing Teager–Kaiser Energy Operator”. In: Applied
Sciences 10.1. doi: 10.3390/app10010379.

Jack, Robert H., Tony Stockman, and Andrew P.
McPherson (2016). “Effect of latency on per-
former interaction and subjective quality assess-
ment of a digital musical instrument”. In: Au-
dio Mostly. Norrkoping, Sweden: ACM Press,
pp. 116–123. doi: 10.1145/2986416.2986428.

Kahrs, Mark (2001). “Audio Applications of the
Teager Energy Operator.” In: AES Convention.
Espoo, Finland: Audio Engineering Society.

Kaiser, J.F. (1990). “On a simple algorithm to cal-
culate the ’energy’ of a signal”. In: International
Conference on Acoustics, Speech, and Signal Pro-
cessing. Albuquerque, NM, USA: IEEE, pp. 381–
384. doi: 10.1109/ICASSP.1990.115702.

Krotkov, Eric (1995). “Robotic perception of mate-
rial.” In: IJCAI, pp. 88–95.

Lakatos, Stephen (Oct. 2000). “A common percep-
tual space for harmonic and percussive timbres”.
In: Perception & Psychophysics 62.7, pp. 1426–
1439. doi: 10.3758/BF03212144.

Langer, Henrik and Robert Manzke (Apr. 29, 2018).
“Embedded Multichannel Linux Audiosystem for
Musical Applications”. In: Journal of the Audio
Engineering Society 66.4, pp. 286–291. doi: 10.
17743/jaes.2018.0022.

Lemaitre, Guillaume and Laurie M. Heller (Feb.
2012). “Auditory perception of material is fragile
while action is strikingly robust”. In: The Jour-
nal of the Acoustical Society of America 131.2,
pp. 1337–1348. doi: 10.1121/1.3675946.

Lemaitre, Guillaume et al. (2010). “Listener exper-
tise and sound identification influence the catego-
rization of environmental sounds.” In: Journal of
Experimental Psychology: Applied 16.1, pp. 16–
32. doi: 10.1037/a0018762.

Lutfi, Robert A. et al. (July 2005). “Classification
and identification of recorded and synthesized
impact sounds by practiced listeners, musicians,
and nonmusicians”. In: The Journal of the Acous-
tical Society of America 118.1, pp. 393–404. doi:
10.1121/1.1931867.

McAdams, Stephen (2019). “The Perceptual Rep-
resentation of Timbre”. In: Timbre: Acoustics,
Perception, and Cognition. Ed. by Kai Sieden-
burg et al. Vol. 69. Cham: Springer International
Publishing, pp. 23–57. doi: 10.1007/978-3-030-
14832-4_2.

McPherson, Andrew P. and Victor Zappi (2015).
“An Environment for Submillisecond-Latency Au-
dio and Sensor Processing on BeagleBone Black”.
In: AES Convention. Warsaw, Poland: Audio En-
gineering Society.

Monache, Stefano Delle, Pietro Polotti, and Davide
Rocchesso (2010). “A toolkit for explorations in
sonic interaction design”. In: Audio Mostly. Piteå,
Sweden: ACM Press, pp. 1–7. doi: 10.1145/
1859799.1859800.

Mori, Masahiro, Karl MacDorman, and Norri Kageki
(June 2012). “The Uncanny Valley”. In: IEEE
Robotics & Automation Magazine 19.2, pp. 98–
100. doi: 10.1109/MRA.2012.2192811.

Norman, Donald A. (2013). The design of everyday
things. Revised and expanded edition. New York,
New York: Basic Books. isbn: 978-0-465-05065-
9.

Rocchesso, Davide, R. Bresin, and M. Fernstrom
(Apr. 2003). “Sounding objects”. In: IEEE Mul-
timedia 10.2, pp. 42–52. doi: 10.1109/MMUL.
2003.1195160.

Smith, Julius Orion (2010). Physical audio sig-
nal processing: For virtual musical instruments
and audio effects. W3K publishing. isbn: 978-0-
9745607-2-4.

Stowell, Dan and Mark Plumbley (2007). “Adap-
tive whitening for improved real-time audio on-
set detection.” In: International Computer Music
Conference (ICMC), pp. 312–319.

142

https://doi.org/10.1007/11732242_63
https://doi.org/10.1007/11732242_63
https://doi.org/10.1037/h0031798
https://doi.org/10.3390/app10010379
https://doi.org/10.1145/2986416.2986428
https://doi.org/10.1109/ICASSP.1990.115702
https://doi.org/10.3758/BF03212144
https://doi.org/10.17743/jaes.2018.0022
https://doi.org/10.17743/jaes.2018.0022
https://doi.org/10.1121/1.3675946
https://doi.org/10.1037/a0018762
https://doi.org/10.1121/1.1931867
https://doi.org/10.1007/978-3-030-14832-4_2
https://doi.org/10.1007/978-3-030-14832-4_2
https://doi.org/10.1145/1859799.1859800
https://doi.org/10.1145/1859799.1859800
https://doi.org/10.1109/MRA.2012.2192811
https://doi.org/10.1109/MMUL.2003.1195160
https://doi.org/10.1109/MMUL.2003.1195160


6.6. Conclusions and outlook: exploring the limits of plausibility

Traer, James, Maddie Cusimano, and Josh H. Mc-
Dermott (2019). “A perceptually inspired gen-
erative model of rigid-body contact sounds”. In:
International Conference on Digital Audio Effects
(DAFx). Birmingham, UK.

Turchet, Luca (2018). “Hard real time onset detec-
tion for percussive sounds.” In: International Con-
ference on Digital Audio Effects (DAFx). Aveiro,
Portugal, pp. 349–356.

Vetter, Katja and Serafino di Rosario (2011). “Ex-
poChirpToolbox: a Pure Data implementation of
ESS impulse response measurement”. In: Pure
Data Convention. Weimar, Germany.

Wages, Richard, Stefan M. Grünvogel, and Benno
Grützmacher (2004). “How Realistic is Realism?
Considerations on the Aesthetics of Computer
Games”. In: Entertainment Computing (ICEC).
Ed. by M. Rauterberg. Vol. 3166. Springer Hei-
delberg, pp. 216–225. doi: 10.1007/978-3-540-
28643-1_28.

Weger, Marian, Iason Svoronos-Kanavas, and
Robert Höldrich (2022). “Schrödinger’s box: an
artifact to study the limits of plausibility in audi-
tory augmentations.” In: Audio Mostly. St. Pölten,
Austria: ACM.

143

https://doi.org/10.1007/978-3-540-28643-1_28
https://doi.org/10.1007/978-3-540-28643-1_28




7. Prospects and limits of auditory
augmentations

<

This chapter is based on the original publication which
was created in teamwork by Groß-Vogt, Weger, and
Höldrich (2018), as well as on my associated talk at
Forum Media Technology 2018. My main contributions
to SBE4 include parts of technical planning, prepara-
tion, and execution.

While experimenting with auditory augmentations,
several questions arose that seem to be crucial for
their design:

1. Which kinds of data are suitable?

2. What are the characteristics of auditory aug-
mentations?

3. Which kinds of objects are suitable, and can a
room serve as an object in this context?

4. Do we need a new definition of auditory aug-
mentation?

These questions cannot be answered by a single
person or working group alone, without the help
of the research community. In order to shed some
light on these research questions, we organized an in-
terdisciplinary workshop with renowned researchers
coming from different fields of sonification, design,
sound art, composition, and engineering.

7.1. An interdisciplinary
workshop on auditory
augmentation

To explore the prospects and limits of auditory aug-
mentation, we initiated a practice-oriented proto-
typing workshop with an interdisciplinary group of
researchers from various institutions. This 4th edi-
tion of the Science by Ear (SBE) workshop series and
parts of its results are also described by Groß-Vogt
et al. (2018) and on its website1. While previous
instances focused on certain types of data (e.g.,
physics data or climate data), this was the first
instance to focus on a certain sonification method.
1SBE4: https://iem.at/sbe4

The basic idea of the SBE workshop series is
to bring together researchers with different back-
grounds to explore a certain problem of sonification.
The about 20 invited participants may comprise
sound or sonification experts with programming
skills, composers and sound artists, or researchers
of a certain domain science that is connected to the
topic (see Fig. 7.1). The participants are working
in interdisciplinary teams in which each member
takes one of the following roles: programmer, sound
expert, data expert, or moderator. The three- to
four-day workshop alternates between prototyping
sessions in groups and plenum discussions where the
developed prototypical sonifications are presented
and discussed with the other participants. Within
the prototyping sessions, each team approaches
their given task through brainstorming, data lis-
tening, verbal sketching, concept development, and
programming, in order to present a prototype within
limited time.

The previous instances of the SBE series showed
that great care is to be taken to carefully balancing
the creative setting with well-prepared tasks. The
focus on auditory augmentation in SBE4 implied
that data and software had to be prepared by the
organizers and also understood by the participants.
Especially the possibilities and restrictions of the
prepared systems had to be explained. For quick
prototyping, there were well-prepared code examples
in SuperCollider for data processing (indexing, aver-
aging, filtering, mapping, etc.), as well as fully work-

¶ ¶ ¶ ¶ ¶ ¶ ¶ ¶ ¶ ¶ ¶

Figure 7.1.: The concept of the Science by Ear
workshop series: sonification experts, artists, and
domain scientists forming interdisciplinary teams for
quick prototyping.
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ing examples for each combination between three
prepared sonification platforms and three kinds of
data.

Concerning the workshop format, SBE4 mastered
the problems of too many options and too little
preparation, which occurred during the previous in-
stances of the SBE series. The major improvements
comprised well prepared datasets and platforms, dif-
ferent complementing datasets and platforms, and
a balance between restrictions and freedoms. Alto-
gether, this led to a great success of SBE4.
The 19 participants of SBE4 comprised 11 re-

searchers that can be counted to the sonification
community; nevertheless, with varying backgrounds
in sciences, arts, and humanities. The remaining
8 included two media and interaction experts, two
composers, two sound engineers, a musicologist, and
a sociologist. Twelve participants were at post-doc
level or above, while seven were pre-doc researchers
or students. Unfortunately, only three of the partici-
pants were female. During the prototyping sessions,
the group sizes varied between three and six, as
not all participants were able to attend the whole
program.

During the three days of the workshop, each group
created one prototype for each of three different
hardware platforms. They were free to choose any
of the three datasets that allowed to implement
their specific ideas.

7.2. Datasets and sonification
platforms

7.2.0.1. Datasets

Concerning data, the SBE4 workshop concentrated
on in-home electric power consumption. This type
of data was selected due to its relevance to almost
everyone, and due to its scalability, from the bat-
tery level of the cellphone in the pocket to detailed
information on the power consumption of all house-
holds within a city or country. For the workshop,
we prepared three types of data, aiming at different
levels of data analysis.

The personal monitoring data was based on real-
time measurements of 5 individual kitchen appli-
ances: dish washer, coffee machine, water kettle,
microwave, and fridge. The measurements were
done via wall plugs of the Fibaro intelligent home
system (see Fig. 7.2) which sent measured power
wireless over the z-wave protocol. The sampling
interval was 1 s, with measurements in the range

Figure 7.2.: Wall plug and wireless USB dongle for
real-time electric power measurement.

between 0 and 3000 W. The data was received by
a computer through an Aeotec Z-Stick USB dongle
and by using the free and open-source Domoticz2
home automation system. The data was forwarded
to the network via OSC, so that it could be received
in real time from any computer within the wireless
network.
For personal data exploration, we prepared the

recorded data of one private household, in which
the loads of 9 individual appliances have been mea-
sured during one year, with a sampling interval of
10 minutes. The measured appliances include wa-
ter kettle, TV, light and electronics in the living
room, fridge, toaster, dehumidifier, dishwasher, and
washing machine.

For big data analysis, we prepared a large dataset
that stems from smart meter data in Ireland, and
includes measurements from 12 000 households over
a period of 1.5 years, at a sampling interval of
30 min, tagged with additional metadata (Commis-
sion for Energy Regulation 2012). From this large
dataset, we extracted consistent data of 54 house-
holds for each combination of three family family
structures (single, couple, family), two education
levels (secondary vs. tertiary), and two types of
housing (apartment vs. detached house).
We pre-processed both offline datasets so that

missing data points have been fixed.

7.2.0.2. Sonification platforms

Each type of data could be explored in combination
with one of three different platforms for auditory
augmentation. While one of these (sensors) is a
multi-purpose sensor platform that can be freely
moved and attached to any physical object, the
other two (table and room) are more restricted in
that they specify both the physical object and the
technical setup.

2Domoticz home automation system:
https://www.domoticz.com/
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Figure 7.3.: The BRIX2 physical computing and
sensor platform. Photo: Sebastian Zehe, 2014.5

The sensors platform is the most versatile of
the provided platforms. It basically consists of the
BRIX2 physical computing platform developed by
Zehe et al. (2012).3 BRIX2, as shown in Fig. 7.3,
basically consists of an Arduino4-compatible micro-
controller with on-board sensors that is packed into
a Lego-compatible housing. It can be easily ex-
tended by additional sensor modules and offers USB
and wireless communication. Its simple design in
combination with well-documented code examples
allow rapid prototyping, perfectly suited for the SBE
workshop.

The table platform (see Fig. 7.4) basically is an
early version of the AltAR/table platform which is
described in detail in Sec. 4. It represents an audi-
tory augmentation of a table, in which the auditory
appearance of the table can be set to any solid
and isotropic material such as metal or glass, by
changing the physical properties of the underlying
physical sound model. The model parameters (size,
shape, material, etc.) can be arbitrarily changed
with respect to external data, spatial location of
the interaction, and time. The physical interface
comprises a wooden plate that is equipped with
hidden contact microphones and exciters or addi-
tional loudspeakers, and a marker-based optical
tracking system to locate the position of any object
or hand interacting with the surface. Any sound
that emerges from physical interaction with the in-
terface plate is augmented in real time, to allow a
plausible change of the perceived materiality while,
e.g., knocking or writing on it.

The room platform builds upon the IEM Cube, a
multi-purpose laboratory, performance, and lecture
hall (see Fig. 7.5). First described by Zmolnig et al.
(2003), it is equipped with a 24-channel loudspeaker
array, arranged on a half sphere for ambisonic sound
spatialization. It features a virtual room acoustics
3https://www.techfak.uni-bielefeld.de/ags/ami/brix2/
4https://www.arduino.cc/
5Source: https://opensource.cit-ec.de/projects/brix2/

wiki/LiBRIX%E2%82%82

Figure 7.4.: The table platform in SBE4, as seen
from above.

Figure 7.5.: The IEM Cube, serving as the room
platform in SBE4. Photo: W. Hummer / KUG.

system that is driven by five microphones mounted
on the ceiling. The artificial reverberation can be
controlled in real time via OSC. In the context
of SBE4, we allowed live sound input from the
microphones, but also the use of additional ambient
sounds or soundscapes.

7.3. Prototypes
During the three days workshop, each team created
one prototype for each of the three different soni-
fication platforms. The dataset could be chosen
freely. The nine prototypes that participants came
up with are briefly described in the following. A
fourth prototyping session on the last day allowed a
refinement of certain prototypes.

7.3.1. “Writing resonances”
Primary task: writing and placing objects.
Secondary task: personal data monitoring.
Metaphor : the higher the load, the bigger the
table.
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Figure 7.6.: Writing resonances.

Figure 7.7.: Exploration table.

Writing Resonances (see Fig. 7.6 and video
Source 7.1)r is a classical application of auditory
augmentation, very close to the Wetterreim sys-
tem, i.e., the augmented computer keyboard by
Bovermann et al. (2010). It sonifies the personal
monitoring dataset in real time through the table
platform. In particular, the overall power consump-
tion of all five appliances is mapped to the size
of the model plate, employing the metaphor of a
larger table when more power is consumed. The
resulting auditory feedback will become deeper in
pitch with increasing power consumption. As the
table doesn’t produce a sound by itself, the data
is only conveyed during interaction with the table.
This can be writing with a pen, placing or moving
objects, and even typing on a mechanical computer
keyboard that is placed on the table. While the
primary task is writing, information on the power
consumption can be accessed any time by knocking
on the table.

During the fourth, open session of the workshop,
this prototype has been extended so that additional
information concerning the different appliances in-

dividual power consumption is conveyed by a mod-
ulation of individual partials of the sound model.

7.3.2. “Exploration table”

Primary task: data exploration.
Secondary task: —
Metaphor : —

apartment apt.+ house house
single 1 2 3 4 5 6 7 8 9 10 11 12
couple 1 2 3 4 5 6 7 8 9 10 11 12
family 1 2 3 4 5 6 7 8 9 10 11 12

month →

Figure 7.8.: Spatial partitioning of the exploration
table interface.

The Exploration Table prototype is shown in Fig. 7.7
and video Source 7.2. rIt aimed at the exploration
of the big dataset on the energy consumption of
Irish households, by using the table platform as
an interactive interface. The interface allowed to
explore the monthly averages of households (from
January to December) depending on two dimensions
of metadata: type of housing (apartment, detached
house) and family structure (single person, couple,
or family). Two of the data dimensions are mapped
to the two-dimensional surface of the interface plate,
resulting in a grid of 12 months and 3 family struc-
tures (see Fig. 7.8 for a schematic representation
of the spatial partitioning). In order to access also
the 3rd data dimension (type of housing), an addi-
tional row was added at the top of the plate, divided
into three cells representing apartments, houses, or
both together. This data dimension is navigated by
placing an optical marker that is recognized by the
tracking system. The data is explored by interaction
with the plate through a tracked felt mallet. The
auditory augmentation of the table is changed as a
whole, depending on the spatial position of mallet
and marker. The three-dimensional data space can
thus be explored by using both hands—one to set
the housing dimension, and the other to set the
time and family structure dimension as well as to
induce sound into the physical model of the plate.
The data that is conveyed by the sound is then the
absolute energy consumption which is mapped to
the pitch of the table: higher load is represented by
higher pitch.
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7.3.3. “Sonic floor plan”

Primary task: recreation
Secondary task: data monitoring
Metaphor : open window represents high load
or energy waste.

Figure 7.9.: Sonic floor plan.

The Sonic Floor Plan is an auditory display of in-
dividual appliances’ load within a household. It is
based on the personal monitoring data and the room
sonification platform. The team assumed a theo-
retical floor plan of the apartment, in which every
appliance is signified at its true spatial location (see
Fig. 7.9). The auditory display is supposed to be
installed in the living room, preferably in the center
of the apartment. From this perspective, every ap-
pliance is defined by its direction from the listening
position, and its instantaneous load. To prevent
an overflow of unnecessary information, only the
appliance with the (at the moment) highest load is
sonified by a sound that occurs periodically after a
specified time, as well as every time a person enters
the room. The sound is spatialized so that it is
perceived from the direction towards the appliance,
with its loudness mapped to its load level. The
sound content itself consists of the environmental
soundscape from outside the building, captured by
a microphone. The system employs the metaphor
of a window being opened in the direction of the
appliance, thus metaphorically releasing precious
energy. Due to the display of only the largest ap-
pliance, even small standby consumption is made
perceptible in case that no major energy consumer
is active.

7.3.4. “Smart kettle”

Primary task: tea/coffee preparation
Secondary task: data monitoring
Metaphor : the kettle rewards or punishes the
user

Figure 7.10.: Smart kettle.

The Smart Kettle uses the real-time data of the
energy consumption of a kettle, in order to display
the amount of wasted energy when boiling water,
expressed by the amount of surplus water that is
left in the kettle after preparing a tea, coffee, etc.
In the prototype, as shown in Fig. 7.10 and video
Source 7.3 r, the kettle is equipped with a BRIX2
microcontroller to sense spatial rotation and thus
detect the process of pouring water out of it. The
use of an additional temperature sensor is contem-
plated to a future sonification of the temperature
of remaining water inside the kettle.
When the kettle is activated, the consumption

data is accumulated, and a sound of boiling water
is played to signify its state of heating even before
the start of the actual physical sound emitted by
the active kettle. As soon as the kettle has finished
and gets deactivated, the total energy that has been
consumed for heating the water gets assessed. If
a user then grabs the kettle to pour the boiling
water out, a sound of pouring water is played (in
addition to any possible actual sound of pouring
water). When putting it back on its platform, it
announces the amount of wasted energy with an au-
ditory icon. The auditory icon signifies the amount
of wasted energy as well as a binary information
on low waste (rewarding sound) and high waste
(punishing sound).
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7.3.5. “Standby door”
Primary task: opening the door
Secondary task: data exploration
Metaphor : —

Figure 7.11.: Standby door.

The Standby Door is a design study of an augmented
door that displays energy consumption of electric
appliances within the household when it is opened.
The prototype is based on a cardboard mock-up of
a door (see Fig. 7.11), but is intended to be applied
to the entrance door of an apartment or house. If
the door is opened, the consumed energy of each
individual appliance within the last days is displayed.
Several sound mappings were developed (see also
video Source 7.4r ).

In a first approach, each individual appliance is
represented by a synthetic sound event that is con-
structed with a one-to-many mapping: the higher
the consumption, the higher the pitch, the longer
the duration, the louder the sound. The individual
sounds are played one after another at a constant
rhythm, while the speed with which the door is
opened controls the playback speed. This refers to
the assumption that a user who opens the door in a
fast movement is in a hurry and thus has less time
for the sonification. A problem that came up with
this sonification is that a certain appliance can only
be identified within the sonification by its position
in sequential playback.
The second sonification approach aimed at a

better differentiation between individual appliances.
The sound was therefore based on the spoken names
of the individual appliances. The speech was gener-
ated by a speech synthesizer. As with the previous
sonification, the absolute amount of energy was
mapped to pitch and loudness. In addition, the ac-
tual mapping was tuned individually to the different

appliances according to their minimum and max-
imum level of consumption. The team members
also discussed the use of more expressive speech
synthesizer or recordings from actors, in order to
display the data through different levels of emotion
(e.g., soft vs. aggressive speech) or voicing (e.g., un-
voiced/whispering vs. voiced speech), instead of or
in addition to the rather abstract sound parameters
pitch and loudness.

7.3.6. “3D gestural mouse”

Primary task: data exploration
Secondary task: —
Metaphor : —

Figure 7.12.: 3D gestural mouse.

The 3D Gestural Mouse prototype uses the BRIX2
microcontroller board itself as a controller to nav-
igate through the big dataset of Irish households
(see Fig. 7.12 and video Source 7.5). rAttached but-
tons allow switching between data dimensions such
as household types, education level, and types of
housing. The weekly pattern of energy consumption
is mapped to the frequency and amplitude of a sine-
tone, and played back in a loop. The orientation
of the controller let the user change sonification
parameters such as base frequency and modulation
depth. If the controller gets shaken, a higher speed
of shaking leads to an increase in playback speed.
During the plenum discussions, the idea arose to
change playback speed in discrete steps by rotating
gestures clockwise (increase) and counter-clockwise
(decrease).
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7.3.7. “Hob assistant”
Primary task: cooking
Secondary task: data monitoring (position)
Metaphor : cooking pot snaps in at correct
position

Figure 7.13.: Hob assistant.

The Hob Assistant prototype attempts to sonify
how well a cooking pot is centered on a hob of a
stove, and how well the size of the selected hob
matches the size of the pot. A photo is shown in
Fig. 7.13 and video Source 7.6.r Building on the
table platform, it actually doesn’t use any of the
provided datasets, but instead tries to assist people
to economize their energy use in everyday life. The
auditory augmentation of the plate (thought of as
the top of a stove in this context) is controlled only
by the spatial position of the cooking pot on the
hypothetical stove, with hobs signified by circles
drawn on its surface.
If the cooking pot is placed far away from any

hob, then the auditory augmentation is not active at
all. The level of the augmented auditory feedback
increases with decreasing distance to the nearest
hob. In addition, a feedback-delay (echo) is added
to the sound. It exhibits a long delay time for large
distance, while the delay time gets shorter when
approaching the next hob with the cooking pot. If
the pot is placed in the sweet spot of a hob, the
very short delay time induces the metaphor that the
pot mechanically snaps in at the correct position.
The overall sound of the augmented table is set

to short decay and dense overtones, mimicking a
kind of plastic material. However, in the vicinity of a
hob that fits the size of the cooking pot, the decay
time and amplitude of a single partial are raised
to create a satisfying sound with distinct pitch to
signify the correct hob for the given cooking pot.

7.3.8. “Kitchen sounds”
Primary task: recreation
Secondary task: data monitoring
Metaphor : room grows bigger with higher load

The Kitchen Sounds prototype uses the room plat-
form to sonify real-time data from the individual
kitchen appliances. The 5 appliances are represented
by metaphoric sounds (samples from a sound library)
that are spatialized to different directions in the hor-
izontal plane. The sounds are equally spaced to
cover the whole circle (72◦ separation between the
5 appliances). A one-to-many mapping is applied so
that the individual load of each appliance is mapped
to the width of its spatial image as well as to the
density and duration of the grains of a granular
synthesis based on the individual sounds. A higher
load leads to denser and longer grains, while a low
load leads to very sparse grains of short duration. In
addition, the artificial reverberation system is used
to display the overall energy consumption via the
reverberation time: the metaphor that is employed
is that of a larger room in case of a larger load.
The one-to-many mapping strategy was chosen to
overcome the little information capacity of the indi-
vidual sound parameters, so that a change in load
gets more salient.

7.3.9. “Interleave”
Primary task: data exploration
Secondary task: —
Metaphor : —

Figure 7.14.: Interleave.

Interleave is an interactive sonification of the big
dataset of Irish households, based on the room
platform. Its goal is to make the periodicity of the
data audible. This may be daily, weekly, monthly,
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and yearly patterns. An assumed application is data
analysis in a power supply company, e.g., to inspect
the load on a certain node. The playback speed
can be adjusted to zoom into different cycles, i.e.,
temporal levels.
The data is displayed as audification: the raw

time series of consumption data are simply taken as
audio signals that are played back without further
processing, in order to make as few assumptions on
the data as possible. In addition, the load value
is mapped to a transposition via frequency shift-
ing of the signal, as well as to its spatialization.
Higher load is mapped to the front, while lower load
gets spatialized towards the back, along a ring of
loudspeakers in the horizontal plane.
The sonification thus allows a comparison be-

tween two different groups of households. The two
different subsets of the data (e.g., secondary vs. ter-
tiary income households) are played back together,
one spatialized to the left half-circle, and the other
to the right half-circle.
The differences in load patterns are especially

audible in the diverging rhythmic patterns. For
instance, the differences in the average structure
of the day (e.g., division of sleeping, working, and
after-work time) can be perceived between the two
levels of education, based on the daily and weekly
patterns.
A refinement of the sonification allows the use

of a juggling club that is tracked by the optical
tracking system to serve as a controller for setting
sonification parameters (see Fig. 7.14 and video
Source 7.7).r The height of the juggling club sets
the playback speed (and thus also controls pitch)
between 30 minutes and one month per second.

7.4. Discussion
The prototypes that have been developed within
the fourth edition of the Science by Ear workshop
cover great amounts of the broad field of audi-
tory augmentation, and also exceeded it in some
cases. Together with the plenary discussions of the
prototypes revealed individual peculiarities of the in-
dividual platforms and datasets, and also of auditory
augmentation as such.

7.4.1. On the peculiarity of sound in
augmented reality

In all of the developed prototypes, additional sound
is embedded into the physical environment of the

user, in order to convey information. This can be
regarded as some sort of augmented reality: some
digital data is materialized in the form of sound
in the physical world. One might argue that any
sound conveys data, at least some information on
the sound itself. So, is then listening to the radio
already augmented reality? In order to be consis-
tent with the visual domain, we must negate this
question. It is generally accepted that an overlay
of a video on top of a visually perceived scene is
not augmented reality, except that there is a di-
rect connection between them (Azuma 1997). The
auditory equivalent would be sound that is added
to an auditory scene. The radio, without any di-
rect connection to the original auditory-visual scene,
therefore cannot be regarded as augmented reality.
All the developed prototypes, however, have some-
thing that connects them to the physical world: the
sound is linked either directly to a user action, or
metaphorically to the state of a physical object.

While the above example suggests that both do-
mains (auditory and visual) can be treated more
or less similarly, they are in fact radically differ-
ent. A visualization can be perceived at a glance.
A lengthy sonification, however, cannot. In other
words: vision takes space, sound takes time. Vision
is absolute, sound is relative. These challenges have
already been discussed by Kramer et al. (1999) and
still bear mysteries. Our visual perception has high
resolution in space, but low resolution in time (e.g.,
cinema works with 24 Hz visual sampling rate). Our
auditory perception has high resolution in time, but
low resolution in space. Auditory augmentation
therefore works best if it is coupled to something
that takes time: action. Actions can be neither per-
formed nor perceived at a glance. They take time,
just like the sounds that accompany them. Objects
that don’t act are ignorant to time, and might be
better augmented visually. Sonification is for the
living. Auditory augmentation is living itself— it
cannot be consumed passively, but requires active
participation.

7.4.2. So what is auditory
augmentation?

A central goal of the SBE4 workshop was to evaluate
our working definition of auditory augmentation,
and to adjust it, if necessary.

Auditory augmentation is the augmentation of
a physical object and/or its sound by sound
which conveys additional information.
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No participant of the workshop questioned this def-
inition, we would therefore propose it for future
applications. However, it seems very broad and cov-
ers even systems which the participants unanimously
regarded as “not anymore auditory augmentation”.
The Exploration Table fell under this category, as
well as Interleave, or the 3D Gestural Mouse. These
have one thing in common. Their primary applica-
tion, the primary task, is data exploration. There is
no secondary task. This implies that the augmented
object has no other use than data exploration. The
object is thus not augmented, but rather specifically
created for its own purpose.
In case of Interleave or the 3D Gestural Mouse there
never was an original purpose. These therefore can’t
be augmentations.
In case of the Exploration Table, one may argue
that it is still a table. Well, indeed it is, but the
visual grid, markers, and mallet interaction obvi-
ously limits its use. It is practically unusable, and
therefore lost its original purpose. If an object’s
original purpose is changed by the sound, then we
might call that an auditory transformation, but not
auditory augmentation.
The main task doesn’t necessarily be a goal-ori-

ented activity such as writing with the Writing Reso-
nances prototype, or cooking with the Smart Kettle
or Hob Assistant; however, one participant noted
that “having a concrete task helps to design”. For
Sonic Floor Plan, Kitchen Sounds, and Standby
Door, the primary task is actually not defined (open-
ing a door is an action that is part of a broader
activity). It is more a daily routine or “state of
being”, as one participant called it. In case of
Sonic Floor Plan or Kitchen Sounds, the task com-
prises simply being in the living room. However,
it is important that this task, whatever it is, is
not disturbed by the augmentation. We can there-
fore phrase a first amendment to the definition of
auditory augmentation:

Auditory augmentation needs a primary task.
This can be anything, but not data exploration.
The task should not be disturbed by the aug-
mentation.

Concerning the task, there is another aspect that
all the valid auditory augmentations of the work-
shop have in common. The auditory augmentation
added a secondary task that is related to the data:
monitoring. Furthermore, the monitoring task did
not disturb the main task, whatever it was. In some
cases, the user might pause its main task to pay
more attention to the sonification. If this happens,

the secondary task becomes the main task, and
the user might not even just monitor the data, but
explore it. For example, with Writing Resonances,
the user might interact with the table in different
ways (knock, scratch, etc.) to explore different as-
pects of the data. With the Standby Door, the user
could repeatedly open and close the door, to get
more precise information on the sonified data. The
second amendment thus must be:

Auditory augmentation adds a secondary mon-
itoring or data exploration task.

7.4.3. The relationship between sound,
data, and augmented object

Another goal of the SBE4 workshop was to explore
the relationships between task, object, and sound, in
the context of auditory augmentation. The compo-
nents of an auditory augmentation are: interaction,
object, data, and sound. Within the developed
prototypes, these components were interconnected
quite differently.
The most basic type of auditory augmentations,

in line with the original concept of Bovermann et
al. (2010), is structured as depicted in Fig. 7.15.
Interaction with the object produces sound, whereas
this sound is modulated by the data. This we call
sound-centered auditory augmentation.

task

data

sound

Figure 7.15.: Sound-centered auditory augmenta-
tion. The task produces a sound (auditory feedback)
that is modulated by the data.

If the auditory augmentation employs the
metaphor that a physical property of the augmented
object is changed (e.g., the size of the object), then
it may also be regarded as object-centered. In this
case, the object itself is metaphorically modulated
by the data (see Fig. 7.16). This applies for Writ-
ing Resonances and Kitchen Sounds (size of plate
or room). In the Sonic Floor Plan prototype, a
metaphoric window is opened where valuable en-
ergy leaks out, displayed by sound that is coming
in.
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data

object

Figure 7.16.: Object-centered auditory augmenta-
tion. The object itself is (metaphorically) modulated
by the data.

Task-centered auditory augmentations have a
specifically linear structure. The task, or more pre-
cisely, the actions that comprise it, create data.
This data is then sonified. An example is the Smart
Kettle, where the data on energy waste is inherent
to the task of tea preparation. The same applies for
the Hob Assistant, where the sonified positioning
data is actually describing the positioning action
itself. A block diagram is shown in Fig. 7.17.

task data sound

Figure 7.17.: Task-centered auditory augmentation.
The task produces data that is used to generate
sound.

In case of the Standby Door, we observe a data-
centered approach to auditory augmentation. The
sound is created solely by the data. The action (here:
opening the door), just defines how the sound is
played back. The action modulates the sound (see
block diagram in Fig. 7.18).

data

task

sound

Figure 7.18.: Data-centered auditory augmentation.
Data generates sound that is modulated by the task.

The listed approaches to auditory augmentation
cannot be seen as strict categories. In fact, some
of the prototypes might fit in multiples of these.
Figure 7.19 shows an attempt to combine all the
possible relationships into one single block diagram.
The user action may create sound or data, but also
control the sound design of the system. All three

actiondigital
environment

physical
environment

sound input

sound design

data

creates

controls

Figure 7.19.: Block diagram of auditory augmenta-
tion.

parts (user action, data, and sound input) may
control the sound design.
Not all connections are necessary at the same

time. The prototypes demonstrated that even very
simple relationships might be enough for successful
auditory augmentation. However, we assume that
many coherent relations between user action, input
sound, external data, and sound design make the
auditory augmentation more natural and intuitive.
We might summarize the main findings of this

section as follows:
Auditory augmentation favors a tight connec-
tion between the primary task or action and
the resulting sound. This task or action is not
necessarily connected to the conveyed data.

Auditory augmentation favors a metaphor
which links the sound to the physical state
of the object.

In addition, we can conclude on the final research
question: can the room be an object for auditory
augmentation? Well, of course. The prototypes
Kitchen Sounds and Sonic Floor Plan both used the
room as an object, and were regarded as unques-
tionable examples of auditory augmentation by the
workshop participants. And also the Knock Knock
system by Tünnermann et al. (2013) used the room
as an object. All three systems made use of a
metaphor concerning the physical properties of the
room (room size, open window, and empty room,
respectively). It seems that this is indeed a power-
ful tool for creating plausible and usable auditory
augmentations.

7.4.4. Perceptual implications of
auditory augmentation

The results of the SBE4 workshop revealed inter-
esting insights on the connection between data and
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auditory augmentation. One aspect is standing out,
if the prototypes are analyzed with regard to the
sonified data. Those prototypes which used the
big dataset of Irish households were never classified
as auditory augmentations by the participants. Of
course, it was already obvious beforehand that this
combination would be difficult, but the prototypes
clearly showed that no matter what platform (sen-
sors, table, room), the participants completely failed
in their goal of creating auditory augmentations with
this kind of data. Is must therefore be regarded as
entirely incompatible with auditory augmentation.
This has two reasons. First, the data has such a high
dimensionality that the task of navigating within
the data takes the entire attention of the user. The
data exploration task thus automatically becomes
the main task, as happened with Exploration Table,
3D Gestural Mouse, and Interleave. Second, the
big dataset is static. While there surely is a time
axis, the time is actually frozen. It represents an
absolute time instant in history, somehow similar
to the one moment of life in the ancient city of
Pompeii that has been preserved under the ashes.
In other words: the big dataset is non-real-time,
it is dead. That’s why it doesn’t connect well to
living action in real time that is strictly required for
auditory augmentation.

A borderline case might be the Standby Door. It
also displays recorded data from the past. However,
the data in this application is directly connected
to the user’s past actions. This doesn’t mean that
auditory augmentations strictly require a connec-
tion between data and user. The Standby Door
might still be a great auditory augmentation, if it
displayed completely unrelated non-real-time data.
This deficit, however, is compensated by the fact
that it neither deteriorates the main task, nor the
purpose of the object. Data exploration in this case
is added as a secondary task, without disturbing the
main task at all.
The problem with data dimensionality and reso-

lution has been thoroughly discussed in the sonifica-
tion community (e.g., Campo 2007). De Campo’s
design space map summarizes, which type of soni-
fication might be appropriate for a given num-
ber of dimensions and number of data points. It
shows clearly that many dimensions and data points
are compatible with only one type of sonification:
model-based sonification. One might argue that an
auditory augmentation that incorporates a physical
model is model-based sonification.

However, there is one aspect missing: what is go-
ing to be perceived by the user. While model-based

sonification is perfectly capable and also highly suit-
able for the exploration of high-dimensional data
such as the big Irish dataset in the workshop, the
individual dimensions are then usually not anymore
perceived as such. Perception-wise they suffer the
loss of detail, the distinct data points get blurred,
and form some kind of auditory gestalt that only
allows to obtain an overall impression of the data.
When it comes to high-dimensional data, sonifi-
cation is therefore capable of delivering a rough
overview at a glance in a way that visualization is
not.
The true problem with auditory augmentation

therefore isn’t the high complexity or dimensionality
of the data. All these might be nicely mapped to
the model that runs in the background. The prob-
lem is the navigation through these dimensions. All
three problematic prototypes included some sort of
navigation through the data that cannot be done
as a secondary task. The Standby Door, however,
showed that it is indeed possible to create an in-
terface for data exploration that integrates nicely
in the user’s physical environment. It is a blended
sonification, whereas the other three interfaces are
not.
It is therefore erroneous to argue that auditory

augmentation needs low-dimensional data. The
point is that the auditory augmentation must be
monitored or explored in a secondary task, without
disturbing the main task, even if the main task is
not specified, or just “being” or “behaving”. What
is actually limited by this constraint is the infor-
mation capacity: the amount of information that
is conveyed by the sonification. And even if the
information is encoded in the sound, there are limi-
tations in how much information a user can perceive
and process within a secondary task. The difficulty
to overcome these problems already resides in the
design process of auditory augmentations. One
participant raised the issue that designing ambi-
ent displays means designing for the background,
while in the designer’s mind the sound is in the fore-
ground. The designer of auditory augmentations
usually has an excitement for sounds. This problem
is actually not new and applies to any other field
as well: the designer should cultivate a beginner’s
mind. For the prototypes this was not always easy,
as for demonstration purposes, the sounds had to
be designed much more prominent, salient, and less
calm than an actual application would require. On
the other hand, participants noted that “ordinary
people” might need more salient sounds than the de-
signers who knew what to listen for. It was therefore

155



7. Prospects and limits of auditory augmentations

suggested to incorporate some kind of cartoonifi-
cation, at least for those augmentations that used
iconic sounds; otherwise they might “all sound the
same” for the typical user.

There is another aspect that came up during the
workshop, especially with the Writing Resonances
prototype. The relation between physical object
and augmented auditory feedback may be perfectly
plausible and united in a single multisensory gestalt
for a single data point or position in time. How-
ever, if the sound changes over time, the object
loses its gestalt identity and divides into the true
physical object and the sound that is thereby per-
ceived as separate auditory event played from the
loudspeakers. The fact that this perceptional effect
had not been noticed with the Sonic Floor Plan,
might give a hint to its explanation. The table plat-
form, and also the variable room acoustics in the
room platform, employ the metaphor of a change in
physical parameters of a usually rigid and time-in-
variant physical object. Especially the table cannot
morph into another material or size in our physical
world. This contradicts the general laws of physics.
The metaphor of the open window in case of the
Sonic Floor Plan, however, is physically feasible. We
can therefore conclude that auditory augmentations
benefit from a metaphor that describes a physi-
cally feasible causal relationship between object and
sound.

7.4.5. Why auditory augmentation?
All along its existence, sonification has been coping
with its right to exist. Entire book sections have
been dedicated to this topic (e.g., Pinch and Bi-
jsterveld 2012, pp. 249–270). It therefore seems
appropriate and even necessary to also justify au-
ditory augmentation as a very specific and still un-
acquainted area in the broad field of sonification.
This was even one of the main research questions
we intended to evaluate. When and why should
a designer consider auditory augmentation for a
specific product or intention?

The participants of the SBE4 workshop came up
with useful scenarios for the pre-defined platforms
(sensors, table, room). Most of the developed pro-
totypes reached a promising state already after a
three hours prototyping session. One participant
summarized: “there are nine prototypes that are
really worthwhile considering and working on in
the future.” Sure, the strict specifications of the
prepared platforms and datasets narrowed down
possible paths of design. However, Participants

generally agreed that the hands-on sessions were
enriching and provided sufficient time to try out
even approaches that bore the risk of not working
out in the end.
For example, the team that developed the Writ-

ing Resonances prototype asked themselves if the
benefit of the auditory augmentation would even be
worth the electric energy it consumes itself. With
this question in mind, they measured the energy con-
sumption of the table platform in real time, to map it
to the sound of the table. Besides the constant load
which doesn’t bear information if regarded on its
own, an audible increase in load was noticed if user
interaction and thus augmented auditory feedback
was strong. This interaction-dependent load could
be attributed to the active loudspeakers which draw
more current in case of louder sound. The members
of the team concluded that they had built a self-
representative system. The auditory augmentation
at least needs to refer to the augmented physical
object, such as in the Hob Assistant prototype, but
not only to the augmentation itself.

That being said, the six valid auditory augmenta-
tions that were developed within the SBE4 workshop
clearly represent useful applications, and show that
auditory augmentation has the power to contribute
additional value to everyday interactions, if some
simple design principles are maintained.
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Figure 8.1.: Case studies of auditory augmentations: table, room, and human body.

In the context of this thesis, a number of prototypes
and case studies of plausible auditory augmenta-
tions have been designed, created, and evaluated.
Some of these have already been discussed in the
previous chapters. For auditory augmentation of
a table, we presented the AltAR/table platform
(Ch. 4), with its perceptual evaluation in Sec. 5.2.
With Schrödinger’s box (Ch. 6), even implausible
auditory augmentations have been explored, even
though the actual experiment is still pending at the
time of writing. In addition, the 4th Science by
Ear workshop (SBE4) yielded a large number of
extraordinarily versatile prototypes (Ch. 7), based
on AltAR/table, virtual room acoustics, and sensor-
equipped domestic appliances.
The possibilities and flavors of the augmented

table (Fig. 8.1a), are manifold, and not all of them
fit into the scope of this dissertation. AltAR/table
actually builds on the experience gathered with a
preceding platform: the Mondrian table. Its two
prototypical versions, the augmented graphic tablet
and the auditory coloring book, are discussed in
Sec. 8.1.
The other most promising approach for plausi-

ble auditory augmentation is the room (Fig. 8.1b).
It has already been studied during SBE4 (Ch. 7),
but needs formal evaluation. Therefore, two ex-
periments have been conducted to investigate its

acceptance and comprehensibility (Sec. 8.2) as well
its perceptibility in an ambient scenario (Sec. 8.3).

Finally, a totally different kind of physical object
is investigated in Sec. 8.4: the human body. With
the aim of facilitating medical diagnosis through
auscultation, a stethoscope was augmented by addi-
tional information from the electrocardiogram (see
Fig. 8.1c).

8.1. “Mondrian table”: display
of spatial information by
auditory augmentation

<
This section is based on the following publication:
Weger and Höldrich (2019).

In order to explore the potential as well as the con-
straints of plausible and usable auditory augmen-
tation, we developed an experimentation platform
which adheres to the horizontal, even, rigid, rect-
angular, and stationary surface, as exemplified in
Sec. 1.2. The Mondrian table platform was a first
prototype of the augmented table that was later
pushed to its limits by AltAR/table in Ch. 4. It
was intended to offer two different modes of op-
eration. On the one hand, it should enable calm
and unobtrusive blended sonification outside the
focus of attention while performing daily activities
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Figure 8.2.: Concept of the Mondrian Table, inspired
by Piet Mondrian’s “Composition II in Red, Blue,
and Yellow” (1930).

that affect it (e.g., writing or positioning of other
physical objects). On the other hand, it should
serve as an interface for exploratory data analysis
through manual interaction in the form of tapping,
scratching, etc.

Even on an ordinary dining table, the tabletop can
be composed of several elements of different mate-
riality. Such structures can be simulated through
a space-dependent auditory augmentation. Our ex-
perimentation platform might therefore be perfectly
suitable for sonification of a time-invariant configu-
ration of geometric structures, displayed as regions
with different perceived physical properties. This
relates to a macro surface texture (Müller-Tomfelde
and Münch 2001). The underlying data can be a
map, a technical drawing, or a painting similar to
Piet Mondrian’s “Composition” series. We therefore
call this experimentation platform the Mondrian Ta-
ble (see Fig. 8.2).

The Mondrian Table ambiently sonifies geometric
structures as plausible and usable changes of the
surface material. By placing a sheet of paper on
top of it, those structures can be traced back with a
pencil and thus transferred into the visual domain.

The data does not directly produce sound, but is
mapped to properties of the intermediate physical
model (e.g., material category or shape). This
model serves as a filter, altering the original sounds
emerging from the interaction between user and
physical object.
Tünnermann et al. (2013) developed a standard

for visualizing the audio- and dataflow of blended
sonifications in a simple way. Such a blended soni-
fication diagram usually involves the three factors
user, physical environment, and digital environment
as main sources of data (D) and/or audio (A). Con-
nections of these sources to the Auditory Display
as a sink visualize causal contributions to either
a filtered (F) or an added (A) output. While fil-

D
A

D
A

D
A

F
A

physical
environment

digital
environment

auditory
display

user

Figure 8.3.: Blended sonification diagram of the
Mondrian Table.

tered sonifications are “sonifications that stay very
close to the original sound”, superimposed “sound
samples or synthesized sound fall in the ‘added’
category” (Tünnermann et al. 2013, p. 4).

The blended sonification diagram of the Mondrian
Table (Fig. 8.3) shows that our system produces
a filtered sonification which is dependent on audio
from the user in order to sonify data from the digi-
tal environment. The auditory display additionally
depends on properties of the interaction (spatial
location) as well as on properties of the physical
object (original physical properties). We interpret
the physical environment as something that is out
of reach and not influenced by the user, and thus
attribute properties of both interaction and involved
physical object as data of the user.

8.1.1. Augmented graphic tablet
The technical implementation of the augmented
graphic tablet is similar to the augmented keyboard
described in (Bovermann et al. 2010), replacing the
keyboard by a rectangular plate with location track-
ing system. For the first prototype (see Fig. 8.4),
we decided for a stylus-based graphic tablet which
is basically a combination of both plate and track-
ing system. An advantage of the graphic tablet
(compared to resistive sensitive surfaces) is, that
the pen coordinates are already tracked while the
pencil hovers contact-free over the surface, so that
for instance filter parameters can be adjusted be-
fore any physical interaction happens. This is less
critical for continuous interactions such as painting
or scratching, but more so for tapping where the
filter should have been parameterized before the
pencil–paper interaction delivers the source signal
for filtering. We use a Wacom Intuos 5 touch M
which offers an active area of 244 mm × 140 mm
or approximately the size of US Half Letter or A5
format, just enough for drawing simple sketches or
writing small texts.
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8.1. “Mondrian table”: display of spatial information by auditory augmentation

Figure 8.4.: The Mondrian graphic tablet. Micro-
phone positions are marked by a red ‘M’.

As we know that spatial congruency between sen-
sory modalities has an impact on plausibility (Yang
and Yeh 2014), sound playback needs to be some-
how spatialized in a meaningful way. Horizontally,
a landscape oriented sheet of size A5 within reach
for writing comfortably covers an angle of approx-
imately 21◦. This is well below the usual 60◦ for
simple stereophonic panning strategies with two
loudspeakers. Considering a perceptual localization
blur of ±3.6◦ for white noise bursts in the horizontal
plane (Blauert 1997, p. 41), a stereophonic setup is
supposed to be sufficient for the given task. Due to
the small size of the sonification interface, vertical
spatialization is regarded as irrelevant, taking into
account the stronger perceptual localization blur in
vertical angle (±4◦ for white noise, Blauert 1997,
p. 44) as well as in distance perception (±25 % at
1.1 m for impulses, Blauert 1997, p. 47). Contact
microphones and loudspeakers are therefore placed
vertically centered on the left and right side of the
graphic tablet to provide natural panning in the case
that both signal paths (left and right) are processed
individually.
The latency of augmented auditory feedback

needs to lie below a certain threshold in order to be
successfully and plausibly combined with visual or
haptic information, as also emphasized by Müller-
Tomfelde and Münch (2001) who referred to nat-
uralism in this context. For trained users such as
musicians, a latency below 10 ms is generally rec-
ommended (see Sec. 2.5.1).
As hardware platform, we therefore decided for

the BeagleBone Black Rev. C with Bela audio cape,
which is designed for sub-millisecond-latency au-

dio and sensor processing (McPherson and Zappi
2015) and targeting specifically for digital musical
instruments (Zappi and McPherson 2014). Two
low-cost piezo-electric contact microphones are in-
stalled on the left and right side underneath the
graphic tablet’s active area. These are connected
to the Bela cape through a FET buffer preamp
(see Tillman 2005 for schematics), driven by a 9 V
battery. Two miniature loudspeakers are connected
directly to the on-board class-D amplifiers of the
Bela, and are placed besides the tablet.

For sound synthesis, in contrast to the sonification
of pen strokes described by Müller-Tomfelde and
Münch (2001), we directly use the input signal from
contact microphones as excitation signal for filter-
based modal synthesis as described, e.g., in (Cook
2003, pp. 46–48). The physical model is intended
to synthesize the normal modes (transversal waves)
of a two-dimensional plate and to ‘apply’ these to
the physical surface. The plate is seen as a linear
and time-invariant system; its impulse response can
be decomposed into exponentially decaying pure
sine waves (Fletcher and Rossing 2010, p. 12):

x(t) =
∞∑
m=0

∞∑
n=0

Amne
−αmnt sin(2πfd,mnt+φmn) ,

(8.1)

with mode indices m and n referring to the number
of nodal lines in the two dimensions, respectively.
Each mode is described by four factors: a frequency
fd, an attenuation rate α for the exponential decay,
an amplitude A, and a starting phase angle φ, all de-
pendent on mode indices m and n. In our simplified
model, we assume amplitude and phase primarily
influenced by the excitation signal and thus decided
to ignore these in the first prototype.
As an example, we analyze an undamped,

isotropic, and rectangular thin plate which is simply
supported (hinged) along the edges. Its natural
frequencies f0,mn are computed as follows (Fletcher
and Rossing 2010, p. 80):

f0,mn = 0.453h

√
E

ρ(1− ν2)

·
[(

m+ 1
lx

)2
+
(
n+ 1
ly

)2]
.

(8.2)

In Eq. 8.2, the plate dimensions are described by
width lx, height ly, and thickness h. The mate-
rial of the plate is expressed by Young’s modulus
E, Poisson ratio ν, and density ρ. The damped
frequencies then become fd=

√
f2

0 − (α/2π)2.
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The damping of a plate depends on several fac-
tors including size, shape, material, and boundary
condition, and cannot be easily predicted (see also
Sec. 3.2.6). We therefore employ a simple but
perceptually-tuned damping model that is parame-
terized by global damping αG and frequency-relative
damping αR (Aramaki et al. 2011):

α = eαG+αR·2πf0 . (8.3)

The resonant frequencies further depend on the
boundary conditions of the plate edges. We describe
the four boundary conditions through Bx0,i and
Bx1,i for the left and right edge, and By0,i and By1,i
for the top and bottom edge, respectively, where 0
means free, 1 means simply-supported/hinged, and
2 means clamped. Solutions for all combinations of
these are derived by Warburton (1954).
In our simplified physical model, we neglect the

resonant behavior of the graphic tablet and thus in-
terpret the input signal from a contact microphone
as a pure excitation signal induced by the stylus
or pencil. This excitation signal is then filtered
through our physical model to form the augmented
output signal. Technically, this model is represented
through a parallel filterbank of resonant band-pass
filters which are tuned to the frequencies and atten-
uation rates of the simulated plate’s normal modes.
The implementation is done in SuperCollider (SC),
based on the DynKlank object which adds any
number of resonances to an input signal, taking
vectors of undamped natural frequencies f0, am-
plitudes A (set constant to 1), and −60 dB decay
times T60 =ln(1000)τ (in seconds, with time-con-
stant τ = 1/α) as arguments. The input signal is
additionally cleaned from unwanted low-frequency
noise through a high-pass filter set below the lowest
mode frequency; the output signal is soft-limited.
Only the audio signal path is processed on the

Bela running an SC server, while the mapping be-
tween data, physical model, and filter parameters
is done on a separate computer running the SC
language. Both computer and Bela communicate
via LAN. The graphic tablet, connected via USB to
the computer, is accessed as HID device.

In order to simplify the process of defining regions
of different physical properties on the tablet already
during development, a so-called Mondrian Gener-
ator1 was used. This simple program generates
compositions in red, blue, and yellow, “in the style

1Mondrian Generator:
https://github.com/JEFworks/mondrian-generator

Figure 8.5.: Example image, generated with the
Mondrian Generator, serving as test data.

of Piet Mondrian”. The result is a raster graphics;
an example is shown in Fig. 8.5.
Each of the three colors red, blue, and yellow

represents a reference model Mi with specific phys-
ical properties, with i being the index of the model.
Each model Mi is represented by its parameter vec-
tor:

pi = [Bx0,i, Bx1,i, By0,i, By1,i, Ei,

ρi, νi, αG,i, αR,i, lx,i, ly,i, hi]
(8.4)

The three reference models are rendered in paral-
lel with pre-set parameter vectors p1, p2, and p3,
respectively. Together they form the set of possible
auditory augmentations. The color directly controls
the input gains gin,1, gin,2, and gin,3 of the three
models, respectively (red: gin,1 =1, gin,2 =gin,3 =0;
blue: gin,2 = 1, gin,1 = gin,3 = 0, yellow: gin,3 = 1,
gin,1 =gin,2 =0). White leads to a level-preserving
mix of the three models. Black means that all input
gains are set zero; black lines between the different
regions are thus interpreted as grooves filled with
sound-absorbing material.
For evaluation of the prototype system, we de-

fined three reference models with plate dimensions
lx and ly set to match the active area of the graphic
tablet. All three models were set to a constant thick-
ness h of 3 mm, with the boundary conditions for
all edges set free, i.e., simulating plates that were
freely hovering in the air. The material properties,
as listed in Tab. 8.1, were set to match the material
categories metal, ceramics, and glass, respectively.
Due to limited computing power on the Bea-

gleBone, only few resonances can be processed.
However, the number of vibrational modes in the
relevant audible range, i.e., below 16 kHz, is anyway
small for the synthesized plates, especially due to the
small spatial dimensions. In particular, these were
13 modes for metal (starting at 1.5 kHz), 6 modes
for ceramics (starting at 3.0 kHz), and 13 modes for
glass (starting at 1.6 kHz). For each model, only
the 6 lowest out of 100 calculated modes have been
used.
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8.1. “Mondrian table”: display of spatial information by auditory augmentation

Table 8.1.: Physical properties of the reference mod-
els.

M1 M2 M3

material category metal ceramics glass
E (GPa) 180 360 70
ρ (kg m−3) 7740 3800 2600
ν 0.305 0.22 0.22
αG 0.6 1.55 2.0
αR (×10−4) 2 1.75 1.5

For informal evaluation, an unknown random im-
age was created by the Mondrian Generator and
sonified through the Mondrian Table by using the
pre-set reference models. The graphic tablet was
covered by a blank sheet of paper. The given task
was to trace back the sonified structures with the
stylus, and to draw a visual representation of the
auditorily perceived structure. For this task, the
stylus was paired with a real pen in order to be able
to paint contours on the paper while exploring bor-
ders of a region of equal material properties. Such
a sketch can be seen in Fig. 8.4.

Source 8.1r shows a video demonstration that was
recorded from first-person perspective with Sound-
man OKM binaural microphones (listening with
headphones is recommended). It illustrates some
tapping and scratching interactions with the pen at
various locations of different data-driven (resp. lo-
cation-dependent) augmentations.

The evaluation of the experimental platform pro-
vided us with valuable information on further devel-
opment. In accordance with related studies, latency
seems to be a major factor for plausible and suc-
cessful auditory augmentation. During the evalua-
tion, a round-trip latency of 25 ms was disturbing,
while 14 ms was sufficient for the illusion of realistic
auditory feedback when watching another person
interacting (auditory-visual condition), but still felt
unnatural for the interacting person (auditory-vi-
sual-haptic condition). With measured round-trip
latency of about 1.5 ms, obtained with the Bela, the
augmentation felt completely plausible and blended
well with the direct sound of the original auditory
feedback, despite spatially incongruent playback
through loudspeakers. The synthesized materials
felt realistic and successfully created the impression
of a different materiality of the augmented physical
surface. The sonified geometric shapes could be
easily detected without effort while interacting in a
completely natural way.

Figure 8.6.: The auditory coloring book.

8.1.2. Auditory coloring book
In order to get an impression on how unbiased and
naive users might interact with such an augmented
surface, we installed a modified version of the above-
described system at an open house event of the uni-
versity: the Auditory Coloring Book (see Fig. 8.6) is
an interactive sound installation which auditorily dis-
plays regions of different color through augmented
surface material of a real table. In contrast to the
first prototype, this installation uses a real table
equipped with two AKG C411 contact microphones
underneath the surface. Two miniature loudspeak-
ers are placed on top. Tracking of the pen is realized
in Processing2 through the Microsoft Kinect v2 sen-
sor (see Sec. 4.7.1), covering a DIN A2-sized sheet
of paper, fixated on the table.

During the event, volunteers were asked to trace
back the regions of different materiality through
natural interaction either with fingers or a ballpoint
pen, both producing sufficient auditory feedback
to drive the auditory augmentation. The pen ad-
ditionally provides an intuitive way for switching
between “exploration” and “drawing” mode through
(de)activation of the tip.

Due to the lower resolution of the Kinect-based
tracking compared to the graphic tablet, the fine-
grained “Mondrian-style” structures were regarded
as too difficult to detect in the envisaged context.
Instead, users were asked to detect three different
shapes, a rectangle, a triangle, and a circle, and to
draw them on the paper sheet. The same materials
as in the informal evaluation were mapped to the
three shapes: rectangle to metal, triangle to ceram-
ics, and circle to glass. The spatial arrangement of
the shapes randomly differed between participants.
The shapes could overlap, i.e., partially mask others.
An example-image with the correct proportions was
shown to the participants. Most of the time, the
room was crowded with people, inducing a relatively

2Processing: https://processing.org
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(a) Participant 3. (b) Participant 5.

(c) Participant 8. (d) Participant 19.

Figure 8.7.: Drawings from individual participants,
overlain by the corresponding “correct answer”.

noisy and sometimes disturbing environment.
20 random visitors were documented through

their individual drawings. Four of these drawings
are shown in Fig. 8.7, with the auditorily displayed
arrangement drawn as an overlay. An analysis of
these drawings through visual judgment of the inves-
tigator reveals that 55 % of the participants correctly
identified the approximate location of all three re-
gions. 40 % additionally assigned all correct shapes,
while 60 % roughly hit the correct size. 95 % confi-
dence intervals, assuming binomial distribution, are
[32, 77] %, [19, 64] %, and [36, 81] %, respectively.
Results indicate that the task was very hard to

accomplish in the given context. However, the ex-
periment clearly reveals four different strategies for
task completion (compare Fig. 8.7): (1) continu-
ous oscillatory drawing with enabled pen, somehow
tracing back the border regions (top left), (2) trac-
ing back the borders through systematic tapping,
marking positions of different sound and connecting
these (top right), (3) random tapping interaction
to quickly find extreme values for efficient identifi-
cation of the shapes (bottom left), and (4) contin-
uous scanning of the surface and marking material
changes (bottom right).
Yet interestingly, strategy (3) was only used by

children and led to quick and reliable results for
shape identification; however, always underestimat-
ing the size. The other strategies concentrated
on exact border positions, and took much longer
(up to about 15 min), but gained similar hit-rate
for shape-identification. The relatively low overall

performance surely comes from low resolution and
instability of the tracking system.

8.1.3. Discussion
With the described prototypes, we demonstrated the
feasibility of two important aspects of auditory aug-
mentations: (1) a high-fidelity control of discrete
and continuous physical interactions, and (2) a ma-
nipulation of the auditory feedback between subtle
and gross. These first prototypes have set the stage
for more sophisticated auditory augmentations such
as AltAR/table (Ch. 4).

8.2. “PilotKitchen”: display of
electric load by virtual
room acoustics

<

This section is based on the original publication
which was created in teamwork by Groß-Vogt, Weger,
Höldrich, Hermann, Bovermann, and Reichmann
(2018). My main contributions include the experiment
apparatus, load measurement, and data processing.

Tünnermann et al. (2013) demonstrated through
their Knock’Knock system that variable room acous-
tics might be a promising channel for auditory aug-
mentation. In this blended sonification, the reverber-
ation of an empty office, perceived from the outside
through knocking on its door, communicated the
time that had been passed since the office was left.
A visitor could thereby know from the length of the
reverberation tail, if it would be worth to wait in
front of the door, or rather try another day. While
this system was intended to be used in absence of
a person within the augmented room, we wondered
how people would accept such a system while using
the room that is being augmented.
Parthy et al. (2004) examined more systemati-

cally, how reverberation can be used for ambient
data communication. They conducted a laboratory
experiment in which participants had to identify
the more reverberant stimulus in A/B comparisons.
The stimuli consisted of music that had been pro-
cessed by additional reverberation. They found that,
in accordance with Weber’s law, the reverberation
time needs to be increased by approximately 60 %
or decreased by approximately 30 % in order to be
clearly perceptible. It must be noted that music
is a rather difficult carrier signal for reverberation
to be perceived, as it rarely exhibits pauses that
allow a listener to estimate the length of the reverb
tail. We assume that changes in reverberation get

164



8.2. “PilotKitchen”: display of electric load by virtual room acoustics

more salient in the presence of signals that exhibit
a better balance between transients and pauses. In
addition, the use of not only decay time, but also
amplitude of reverberation is assumed to increase
salience and thus the amount of data that can be
conveyed by the auditory augmentation.

The “PilotKitchen” was a pilot study for exploring
the auditory augmentation of a kitchen via virtual
room acoustics, with the goal to reveal problems
that might occur in a practical application of this
type of auditory augmentation. Therefore, we in-
stalled it at our university institute’s kitchen: a very
specific surrounding that is neither private nor really
public, with a large but limited group of users that
use it on a daily basis, alone or for a chat between
colleagues.
For sonification, we chose a type of data that

affects everybody: electric power consumption. As
being part of a public university, we are obliged to
raise awareness as well as to develop solutions for
the greatest challenge of our times: the transition
to a sustainable life in order to avert the worst
consequences of the human-made climate change.
One key issue is a responsible use of energy. Energy,
however, is still some kind of abstract entity that
people generally have difficulties to conceptualize.
In this sense, the augmented kitchen aims at making
the use of energy perceptible by mapping it to the
virtual room acoustics of the kitchen. The institute’s
kitchen is especially interesting, as its users generally
do not pay for the amount of energy they consumed,
as would be the case in an in-home setting where
the consumed energy may materialize in form of
consumed money. While the system intends to
raise energy awareness among colleagues, no actual
change in behavior is expected within the scope of
this experiment.

Around 15 colleagues who work within the build-
ing use the kitchen on a regular basis. In addition,
several external lecturers, students, and visitors use
it. From time to time, small meetings are held
within the room. All users of the kitchen are gener-
ally familiar with virtual room acoustics.
According to the literature, successful feedback

typically comprises appliance-specific data, presents
the information in an appealing and intelligible way,
and last but not least offers interaction (Abrahamse
et al. 2005; Fischer 2007; Darby 2006). Schwartz et
al. (2013) suggests that feedback should be specific
for a certain task, and given continuously in real
time. They argue that in the HCI community, am-
bient ecological feedback systems are mainly used
for their motivational effects. Furthermore, the con-

(a) overview of the kitchen

(b) appliances with attached power meters

Figure 8.8.: The kitchen of the Institute of Elec-
tronic Music and Acoustics (IEM). Photos: Till
Bovermann / IEM.

veyed information needs to be contextualized for
the users, so that not only the pure physical entity
is displayed, but rather its meaning in the given
context.

8.2.1. Apparatus
The institute’s kitchen is a 16 m2 room equipped
with a table and 8 chairs and a kitchen unit including
5 appliances: dishwasher, coffee maker, water kettle,
microwave oven, and fridge. A photograph is shown
in Fig. 8.8a.
Electric load of individual appliances was mea-

sured by five Fibaro Wall Plug power meters which
send data wireless over the z-wave protocol (see
Fig. 8.8b). The sampling rate was 1 Hz, with mea-
surements in the range between 0 and 3 kW. A
laptop running Debian Linux was used for data pro-
cessing and sonification. The data was received
through an Aeotec Z-Stick USB dongle by using the
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free and open-source Domoticz3 home automation
system. A Pure Data patch forwarded the measure-
ment data via OSC to SuperCollider where the data
and audio processing was performed.
The input to the auditory augmentation sys-

tem, comprising all sounds that were created in
the kitchen, was captured by an AKG CK92 Blue-
Line omnidirectional microphone hanging from the
ceiling. The microphone was connected to the lap-
top via an M-Audio MobilePre audio interface. The
outputs were connected to two Genelec 8020CPM
loudspeakers that were mounted at the ceiling.
Additional sound absorbers were installed in the

kitchen, in order to dampen it and bring down
the natural reverberation time, so that also nega-
tive sonification (less reverberation than normal)
was possible by the reverberation system. The as-
pects concerning the sound design are described in
Sec. 8.2.4.

8.2.2. Electric load in the kitchen
In a first step, data has been recorded for several
weeks, in order to get a first impression on the
typical power cycles of each appliance, and on the
usage patterns typical to the kitchen users.
For such appliances, Schwartz et al. (2013) dis-

criminate between background services within the
domestic environment, which consume energy with-
out user interaction (e.g., fridge, and also dish-
washer after it has started), and embodied services
which are initiated by the user.

The individual appliances exhibit varying power
cycles. The automatic coffee machine takes about
one minute to grind the coffee, boil the water, and
pour the coffee, and shows a very distinct load pat-
tern. For the water kettle, the required heating time
varies with the amount of water, with a binary load
pattern (on/off). The fridge has a rather regular
cycle of cooling. This load cycle is only weakly
connected to user interventions such as opening the
door. The dish washer is embodied for the user who
starts it, but more a background service for others.
Once turned on (this happens between 2 or 3 times
a week), it runs for about two hours. It consumes
the most energy when it is silent: when heating up.
The microwave is barely used, and has a binary load
pattern similar to the kettle. All appliances also
drain power in standby mode. One week of overall
load is plotted in Fig. 8.9a.

3Domoticz home automation system:
https://www.domoticz.com/

The appliances’ load cycles are overlain by the
individual patterns of the kitchen users. Fig. 8.9a
shows the presence of the institute’s staff which
reaches its weekly maximum at the institute’s “jour
fixe” on Tuesday afternoon, clearly visible by the
peak in the measured electric power, mainly at-
tributed to coffee consumption. On weekends, the
kitchen is generally less frequently used; however,
this usage is not fully reflected by the overall load,
as large consumers such as the dish washer generally
dominate the load pattern.

8.2.3. Data processing
The auditory augmentation system for the institute
kitchen was intended to convey two layers of in-
formation by using continuous auditory feedback.
First, it should display the actual load, so that users
could get immediate feedback on their actions such
as switching on the water kettle. Second, it should
relate the instantaneous load to the typical weekly
load pattern. The data is therefore processed by an
initial pre-processing stage and four iterative steps:
0. Baseline initialization. The system is initialized

with data of one average week of overall load,
which has been gathered during the three weeks’
monitoring period (see Fig. 8.9b). This baseline
contains 7 d × 24 h × 60 min × 60 s = 604 800
samples that represent each second of the week.

1. Smoothing. Most appliances exhibit discontinu-
ous load patterns due the binary nature of their
components (e.g., heating, cooling, coffee grind-
ing, etc. are just switched on and off). The raw
measurement data is therefore smoothed by a
leaky integrator:

y[n] = (1− a)x[n] + ay[n− 1] (8.5)

with discrete input signal x[n] at sample n and
output signal y[n]. The smoothing constant a
describes the amount of smoothing, and relates
to the time constant τ and sampling interval T
(here 1 s) via

a = e−T/τ . (8.6)

A suitable value for τ has been empirically ad-
justed in order to attain a good balance between
sufficient smoothing and adequate temporal res-
olution for real-time feedback. In experiment 1
it was set to 60 min. In experiment 2, τ was
lowered to 15 min, which means that after the
period of 5τ , past data has decayed to less than
1 % of its initial value.
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(a) Raw load smoothed with τ=1 min.
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(b) Baseline load, averaged over three weeks in autumn 2017, smoothed with τ=1 h.
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(c) Difference between the raw load, smoothed with τ=15 min, and the baseline.

Figure 8.9.: One week of electric power consumption during the second evaluation study, 12–18 March
2018.
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2. Baseline update. For each new time-step, the
baseline is updated according to the values of
the past weeks, by using another leaky integra-
tor with a= 1/3. This means that the actual
smoothed power is iteratively averaged with the
value of the past weeks with a weight of one
third.

3. Power difference. For each time-step (i.e., sec-
ond), the smoothed power is subtracted from the
weekly baseline, resulting in the pattern shown in
Fig. 8.9c for one week. The function is positive
if the smoothed (i.e., typical) consumption is
above the baseline, and negative if it is below.

4. Clipping. The power difference is clipped along
the 95-percentile of the baseline data, so that
statistical outliers are eliminated. The resulting
value serves as the driving signal for the sonifi-
cation.

The steps 1 to 3 are updated with every new mea-
surement value, every second. Step 4 is updated
once a week, as no large variation of the 95-per-
centile of the baseline is expected.

8.2.4. Sonification design
The sonification design basically maps higher load
to a more reverberant room. It is implemented in
SuperCollider, with a reverb based on the JPVerb
plugin4. The relevant parameters of the reverb are:
t60 (−60 dB reverberation time), damp (damping
of high frequencies between 0 and 1), size (the
simulated room size), and high (multiplier of t60
above the cutoff frequency highcut). Based on
these parameters, we set three distinct presets which
define the parameter space:
0. zero: no augmentation, i.e., no added reverbera-

tion (parameter settings as in preset 1, but with
zero gain.)

1. kitchen: additional reverberation which is so
natural or plausible that only changes from or to
this preset are perceived.
Settings: [ t60 : 0.8, damp: 0.0, size: 1.1,
high: 0.3, highcut: 1500 ]

2. church: the reverberation clearly exceeds plausi-
ble kitchen room acoustics, both in reverberation
time and level.
Settings: [ t60 : 3.0, damp: 0.6, size: 2.0,
high: 0.5, highcut: 1000 ]

4SC3-PlugIns:
http://supercollider.github.io/sc3-plugins/

The driving signal for the sonification, as described
in the previous section and plotted in Fig. 8.9c,
is mapped to the sonification parameters so that
a value of −1 leads to preset 0 (zero), a value
of 0 leads to preset 1 (kitchen), and +1 leads to
preset 2 (church). In between, all parameters are
interpolated linearly. The room acoustics is thus
constantly changed by the overall load, except for
the extreme values that are clipped. For negative
values (relatively low load), the sonification pro-
duces a plausible amount of reverberation, and thus
a rewarding sound. For positive values (relatively
high load), the reverberation gets implausible, up
to a level that might even be disturbing for the
users in some situations where speech intelligibility
is important. The presets were tuned so that, from
the designer’s perspective, small deviations from the
baseline (kitchen preset) can be easily perceived.

The sonification is designed to display two kinds
of information at the same time. First, it displays
changes in overall load through relative changes of
the reverberation. It thus gives immediate feedback
on the instantaneous change in load. Second, the
sonification displays the difference of the instan-
taneous load to the baseline, i.e., to the average
load at this time and day of the week, through the
absolute amount of reverberation. It thus relates
the abstract absolute load to the average value.

A demo video of the running system from a first-
person perspective with binaural sound is available
in Source 8.2. r

8.2.5. Evaluation
The sonification was evaluated in two pilot experi-
ments, aiming at the perceptibility and also contex-
tualization of the conveyed information, respectively.
The participants of both experiments were the 15
colleagues (3 female, 12 male) who work in the
same building and use the kitchen on a regular
basis. While these participants are surely not rep-
resentative for the general population, they can be
regarded as experienced listeners with a background
in sound engineering, music, or sound design.

8.2.5.1. Perceptibility

Within the first round of evaluation, the system ran
for ten days during the end of the winter semester—
a busy period in which the kitchen is frequently
used. The members of the staff were informed
beforehand that an experiment would be conducted
in the kitchen, involving sonification of electric load.
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However, no further information was given to the
users.
After ten days, a questionnaire was distributed

among participants, in order to collect impressions
on the sonification system. It contained standard-
ized and open questions on the participants’ use
of the kitchen and on their assumptions and opin-
ions on the sonification system. Eleven participants
returned the filled questionnaire.
Concerning the usage of the kitchen, 7 partici-

pants indicated to use it 3 to 5 times a week, 3
participants indicated to use it 1 to 2 times a week,
and only one participant stated to use it less often.
Concerning perceptibility, 9 of the 11 valid par-

ticipants indicated to have noticed something in
the kitchen during the test period. In addition,
these participants all correctly identified resonant
sound phenomena, howling, or a changed sound-
scape. While this might show that the majority
of participants perceived the augmented auditory
feedback, it also shows that it might not have been
perceptible all the time. Only three participants
indicated that they had noticed something on all
occasions, while in addition, two of those were not
sure about it. These results suggests that the soni-
fication reached its goal of at least partially staying
below the threshold of perception, e.g., in case of
an instantaneous load below the baseline.

Some individual answers gave a hint on the calm-
ness of the sonification. Two participants indicated
that the feedback was subtle, and that the kitchen
sounded more lively. On the other hand, three par-
ticipants complained about the sound, and two even
turned off the system during a joint meeting, by
using the emergency switch that was originally only
included for the case that something goes wrong.
Concerning interactivity, three participants re-

ported that they felt able to interact with the sound
over speech or by making other noises, even though
they were not explicitly asked about it. One par-
ticipant, however, found that his behavior had no
influence on the sound.

Concerning the underlying information on electric
load, none of the participants had worked out a
hypothesis on the mapping between the sonification
and the measured load.

These results of experiment 1 showed the need for
two adjustments of the sonification system. First,
the time constant for the smoothing of instanta-
neous load was lowered, in order to give feedback
more promptly. Second, the preset of the upper
threshold (church) was tuned in order to give a
more pleasing sound quality, even at high load with

respect to the baseline.

8.2.5.2. Contextualization

The sonification was evaluated in the second ex-
periment, incorporating the adjustments based on
the results of experiment 1. The previous experi-
ment also showed that the participants’ individual
statements could be arranged in a continuous space
defined by positive or negative valence, as well as
by the level of perception or control (from imper-
ceptible, via passively perceptible, to interactive).
This observation led to the idea of evaluating these
subjective dimensions more systematically. As pro-
posed by Soares et al. (2013), we evaluated the
dimensions of valence, arousal, and control/domi-
nance, based on self-assessment manikins (SAMs,
M. M. Bradley and Lang 1994) which involve a
graphical representation of the corresponding scale
values between 1 and 5. The SAM technique is
widely accepted for quick and non-verbal evaluation,
especially in the context of sound.

Prior to the experiment, the system was explained
to the participants, in terms of both data processing
and the resulting auditory feedback. The experi-
ment itself then involved a diary study, in which
participants were asked to write a diary entry each
time they used the kitchen, within the two weeks
evaluation period. For that purpose, the prepared
sheets of paper including a simple questionnaire
were laid out, to be filled and submitted to a mail-
box.

The diary questionnaire included some basic meta-
data:

• participant’s name or anonymized but consis-
tent nickname

• date and time
• duration and reason of the stay in the kitchen

as well as questions concerning the soundscape, in
case it attracted any attention:

• description of the situation
• 5-point self-assessment manikins (SAMs) for

the dimensions valence, arousal, and control/-
dominance; measuring the affective reaction of
the user towards the system

• any other reactions

In total, 14 participants actively took part in the
survey. Six of them submitted diary entries on a
regular basis, with 13.6 total entries per person on
average. The other 8 participants handed in only
three or less entries. Not all answers could be taken
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Figure 8.10.: Average ratings and 95 % confidence
intervals across participants, for the dimensions of
valence, arousal, and dominance, respectively.

into account, as the users occasionally deactivated
the system (and sometimes forgot to turn it on
again).
Overall, about half of the diary entries docu-

mented that participants perceived something. Sur-
prisingly, however, these data showed no significant
correlation with the driving value of the sonifica-
tion. The hypothesis that the sonification would be
easily detected above the baseline threshold could
therefore not be supported by the data. This might
be explained by the small sample size, as well as
by the large interpersonal differences among par-
ticipants. Some participants seemed to be very
sensitive towards the sonification, e.g., describing
the reverberation as “strong” or “reverberation of
a church” even for low values just above the base-
line. Other participants did not notice anything
until much higher values.
The above findings could be supported by the

SAM ratings which also differed strongly between
participants. While the affective reactions were gen-
erally positive, some participants varied their ratings
from entry to entry. Figure 8.10 shows the aver-
age ratings and 95 % confidence intervals across
participants, for the dimensions of valence, arousal,
and dominance, respectively. Generally, positive
and negative attitudes towards the system were
balanced: the average of valence was not signifi-
cantly different to 0 (mean and 95 % confidence
interval: 0.13± 0.36), at a significance level of 5 %.
Furthermore, the system had a slightly arousing ef-
fect on participants (0.70± 0.28), but participants
were generally passive about it (mean dominance:
−0.66± 0.31).

8.2.6. Conclusions
The augmented kitchen was a first prototype for the
ambient display of overall electric load by auditory
augmentation in an ecologically valid setting. The
load was mapped to artificial reverberation of the
room, giving (a) immediate feedback on instanta-
neous load, and (b) relating that load to the average

load on the same time and day at previous weeks.
This prototype was designed to be simple and

neutral, completely data-driven, and not judgmental
with respect to an absolute level of consumption. At
the same time, it is self-adaptive, while constantly
updating the weekly baseline.
The two rounds of evaluations revealed several

problems. For many participants, the system was
not salient enough to convey the underlying infor-
mation. This might be attributed to the stationary
noise that is emitted by some of the kitchen appli-
ances such as water kettle, dishwasher, or coffee
machine. These sounds may have masked the users’
own interaction sounds which usually provide the
best input with respect to salience of reverbera-
tion: short transient sounds that come, for instance,
from footsteps or from placing objects on the table.
A solution to this problem might be to adapt the
level of reverberation dynamically to the level of the
(machine-made) soundscape.

For the prototype and evaluation, we did not
account for the load of the sonification system it-
self. The economization of electric energy that is
achieved by the raised awareness must be higher
than the energy consumption of the sonification sys-
tem itself, in order to achieve a net energy saving.
In a practical application, the system must therefore
be designed for low energy consumption, e.g., by
replacing the laptop with a low-power microcom-
puter.

In general, the participants of the evaluation did
not feel to have much influence on the sonification.
This might come from the fact that some user ac-
tions such as coffee making produced only little load
in comparison to some high-power background ser-
vices such as the dishwasher. We assume that this
problem could be overcome if background services
(e.g., dishwasher or fridge) were treated differently
than embodied services such as preparing tea or
coffee. One solution might be to apply stronger
smoothing on appliances such as the fridge with
its regular and binary load cycle that is (almost)
uncoupled to user actions. A more radical solution
would be to not sonify background services at all,
as users anyway have no choice to change their
behavior on these machines, except buying more
efficient ones.
The real-time nature of the sonification, in rela-

tion to the past load of this day and time of the week,
implied that the load in times of absence is never
perceived by the users. This period, however, is
crucial for saving energy. At least for the institute’s
kitchen, the largest factor for energy economization
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is to turn of appliances during the night. In future
sonification designs, this factor must be included.
The overall setting was a very specific one that

cannot be compared to households. Conclusions on
any hypothetical positive effect of the developed
sonification on domestic energy economization could
therefore only be made if it were tested in a real
in-home setting.
Concerning the use of artificial reverberation for

auditory augmentation, the augmented kitchen also
brought up some general questions regarding per-
ceptibility. How much information can actually be
conveyed by reverberation in an ambient sonification
setting? And how many different levels of rever-
beration can we absolutely identify (and thus map
to the underlying data)? In order to shed light on
these questions, we designed a follow-up experiment
that is described in Sec. 8.3.

8.3. “RadioReverb”: room
reverberation as ambient
communication channel

<

This section is based on the original publication which
was created in teamwork by Groß-Vogt, Weger, Frank,
and Höldrich (2021). My main contributions include
the experiment app and the statistical analysis.

RadioReverb was originally designed as a laboratory
experiment under controlled conditions within the
university facilities. Due to the Covid-19 pandemic,
however, the experiment was re-designed towards a
smartphone app, so that participants were able to
perform it at home by using headphones. The main
goal of the experiment was to examine, how much
information can be conveyed at the periphery of
attention, by auditory augmentation through virtual
room acoustics. This implies that users perform a
main task that, at the same time, should not be
disturbed by the sonification. This experiment is
also described in detail by Groß-Vogt et al. (2021).
The test design follows a magnitude estimation

approach. Participants are asked to estimate the
amount of reverberation on a given arbitrary scale,
represented by a slider with a fixed minimum and
maximum value. While in the described experiment
the participants obtained prior training on the rela-
tionship between the slider value and the resulting
amount of reverberation, no actual number such as
reverberation time T60 are mentioned, as the gen-
eral user is anyway not familiar with such acoustical
measures.

8.3.1. Participants and their main task
We are not interested in the mere physiological
limits of perception of reverberation, but rather in
the human capabilities to monitor reverberation as
part of a secondary task. Therefore, a reasonable
main task is needed that attracts attention. In
addition, the auditory augmentation through virtual
room acoustics works only if there is some kind
of excitation signal that makes the reverberation
audible. According to Hazlewood et al. (2011), the
displayed data in an ecologically valid experiment
should be of interest to the participants. As our data
is actually just random noise, we intended to at least
provide an interesting main task: listening to the
radio. This is an exceptionally simple main task that
provides a controlled excitation for the reverberation.
We chose two 15 min topical episodes of the radio
feature “Ö1-Radiokolleg”, produced by the Austrian
broadcasting corporation (ORF), on the topic of
food plants (fig and millet, respectively), with the
expectation that they would be (a) unknown and (b)
of interest to the participants. Concerning the audio
content, they comprised a good balance between
raw speech in a dry studio and interviews or sound
bites recorded outside the studio.
A total of 21 participants were recruited for the

main experiment; however, only 17 of these (13
male, 4 female) were able to perform it until the
end and to submit their answers. These are regarded
as the experiment group (EG), with distinction to an
additional control group (CG) comprising 12 partic-
ipants (6 male, 6 female) who performed the main
task only, i.e., listened to the radio features with-
out auditory augmentation. The EG participants
included 2 professional musicians with all others
being staff or students of the institute. They all
can be regarded as expert listeners with presumably
normal hearing. The CG participants were recruited
from among the acquaintances of the authors, and
generally had no specific background in audio or
music.

8.3.2. Stimuli: artificial room
reverberation

8.3.2.1. A plausible range of reverberation

For the experiment, we assumed a virtual room of
4 m× 5 m× 3 m dimensions. As we target a practi-
cal in-home application, the artificial reverberation
must stay within plausible limits of this setting.
In the average apartment, the lowest amount of

171



8. Case studies of auditory augmentations

reverberation is usually found in the living room
or bedroom, containing lots of damping materials
such as curtains, cushions, and upholstered furni-
ture. While there are usually still room reflections
present, the reverberation time may get close to
zero. In contrast, a bathroom with tiled walls and
floor usually exhibits the most reverberation of the
whole apartment. Based on the corresponding phys-
ical constraints, we simulated virtual room acoustics
within this plausible range, leading to a diffuse rever-
beration with decay time T60 between 0 s and 1.2 s.
Details on the simulation follow in Sec. 8.3.2.2. In
informal listening tests, these were considered as
plausible room acoustics that may occur in the av-
erage apartment. This range was therefore selected
as the parameter range for the sonification.

8.3.2.2. Binaural rendering of virtual room
acoustics

The virtual room acoustics was simulated by using
the IEM Plug-in suite5. Within and between the
IEM plug-ins, the directivity of sound is encoded by
using Ambisonics technology (see, e.g., Zotter and
Frank 2019).
For simulating the directivity pattern of a loud-

speaker (i.e., a consumer radio set), the monophonic
input signal was fed into the DirectivityShaper plug-
in which created a 3rd-order (16 channels) spherical
harmonics representation of the typical frequency-
dependent directivity. The SceneRotator plug-in
was used to rotate the virtual loudspeaker so that
it faced the listener from the front.
Early reflections were rendered by the RoomEn-

coder plug-in, which was set to recreate 236 distinct
reflections of the scenery, based on the room dimen-
sions (5 m × 4 m × 3 m) and the positions of the
virtual loudspeaker at (1.7, 0.3,−0.5) m and listener
at (−0.3, 0.3,−0.5) m relative to the center of the
room. The resulting 2 m distance between listener
and radio represents an ecologically valid situation.
The reflection coefficients of walls, ceiling, and floor
were set to plausible values of a living room with
a carpet on the floor. Diffuse reverberation was
simulated through a 64×64 feedback delay network
(FDN) by using the FDNReverb plug-in.

The resulting Ambisonics stream was then ren-
dered for binaural headphone presentation by us-
ing the BinauralDecoder plug-in. The plug-in
incorporates state-of-the-art decoding technology
(Schörkhuber et al. 2018; Zaunschirm et al. 2018);

5IEM Plug-in suite: https://plugins.iem.at

the output signal can be regarded as perceptually
similar to the hypothetical true signal, at least for
the envisaged setting of listening to the radio.
The parameter settings that were used in the

experiment are available for download in Source 8.3. /
When interpolating between the two extreme set-

tings, we had the impression that we could clearly
discriminate between about 7 discrete steps. The
perception of the corresponding sound parameters,
however, needs a more detailed examination.

8.3.2.3. Discriminable levels of reverberation

Impulse responses of the simulated extreme settings
(living room and bathroom) and in-between values
allowed the computation of acoustical descriptors
such as reverberation time or direct-to-reverberant
ratio. The perception of such specific aspects of
reverberation have been extensively studied in the
literature, and therefore allow the estimation of the
number of discriminable levels based on the number
of JNDs that fit within the specific parameter range.

Niaounakis and Davies (2002) measured an aver-
age JND in reverberation time of 0.042 s, for short
absolute reverberation times below 0.6 s. Above
that threshold, we can assume the generally ac-
cepted JND of 5 % that was measured by Seraphim
(1958). The resulting average absolute JND be-
tween 0.6 s and 1.2 s is actually on par with the one
obtained by Niaounakis and Davies. The measured
reverberation times between 0.07 s (reflections only)
and 1.20 s (reflections and diffuse reverberation)
therefore fit about 27 discriminable levels. As decay
time is not the only sound parameter that changes
between our two extreme settings, its perception in
isolation might not reflect the actual perception of
the virtual room acoustics.
The direct-to-reverberant energy ratio (DRR)

yields only 4 discriminable levels, based on the mea-
sured JNDs by Larsen et al. (2008). In case of
center time (Cox et al. 1993) as well as for clarity
C50 (J. S. Bradley et al. 1999), a total of 11 JNDs
fit in the observed range.
There is another aspect that needs to be taken

into account besides mere perceptional differences:
the number of distinct levels a human listener can
actually memorize. Miller (1956) gathered data
on the channel capacity for absolute judgments
of parameters in various sensory modalities. His
results consistently suggest a channel capacity that
is equal to “the magical number seven, plus or minus
two”. As this number is actually in accordance with
our personal impression of discriminable steps from
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(a) (b) (c)

Figure 8.11.: The GUI of the smartphone app during the three phases of the experiment. (a) Training
phase I: “Listen to the recording. The slider displays the amount of reverberation. Try to memorize
its relationship to the sound.” (b) Training phase II: “Listen to the recording and assess the amount of
reverberation on the slider. The correct value is displayed in the background after a short delay.” (c)
Test: “Listen to the radio broadcast while constantly estimating the amount of reverberation by adjusting
the slider.”

the informal listening test, we chose to use these
7 distinct levels of reverberation for the auditory
augmentation within the experiment.

8.3.3. Apparatus: a mobile
experiment app

We used the free MobMuPlat6 app by Iglesia (2016)
in order to allow participants to conduct the ex-
periment themselves at home on their smartphones
or tablets. MobMuPlat is a “mobile music plat-
form” for Android and iOS devices that provides a
GUI for the audio engine in Pure Data (Pd). The
experiment procedure itself was coded in Pd and
controlled via the GUI which is shown in Fig. 8.11.
The app played back the pre-rendered sound files
which were individualized for each participant.

The participants returned their recorded response
data via email in the form of a text file containing
the slider values sampled at a rate of 100 Hz. Three
of the 17 participants accidentally performed the
experiment with the app set to the wrong audio sam-
pling rate: participant 16 listened to the 44.1 kHz
version at 48 kHz, while for participants 42 and 44
it was the other way around. The resulting change
in playback speed (−8 % or +9 %) was considered
to have no significant effect on the results, as JNDs
for diffusivity and reverberation time are generally
6MobMuPlat:

https://github.com/monkeyswarm/MobMuPlat

defined relatively, and not in terms of absolute val-
ues. All collected data were resampled to the same
length of 163 662 samples (about 27 min 17 s).

8.3.4. Procedure
8.3.4.1. Training and main experiment

The participants performed the experiment at their
homes on their own smartphone or tablet devices
with attached headphones (not earbuds). They
were required to install the MobMuPlat app and
load their personalized preset that was provided in
form of a download link. Participants were asked to
take a seat at a comfortable place in a normal room
with little distraction. They were guided through the
3 stages of the experiment (training I, training II,
and test, as shown in Fig. 8.11) as well as to a
post-hoc survey, by following the instructions in the
app.
In training I, participants were (passively) famil-

iarized with the sound of the reverberation and the
mapping between the amount of reverberation and
the graphical slider (see Fig. 8.11a). A 46 s excerpt
from a radio feature was played, while the amount of
reverberation iterated through the whole parameter
range in 12 discrete levels, starting from minimum,
up to maximum, and back. At the same time, the
slider in the GUI displayed the current true value.
Participants were able to repeat the process at wish.
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In training II, a 3.5 s speech sample was played
back in a loop, where every repetition had a ran-
domly different level of reverberation. Participants
were asked to (actively) estimate the level of re-
verberation by setting the slider. During the 1.5 s
pause between repetitions, the true value was re-
vealed by an additional slider in the background
(see Fig. 8.11b), so that the participants were able
to improve their performance. Training II used the
same 12 levels of reverberation as training I. They
were presented in consecutive rows which contained
each level once in random order. The participants
had to perform this procedure for at least two such
rows (24 stimuli) in order to be able to proceed to
the test.
In the actual test, the participants listened to

the two radio features (played one after another
without pause). At the same time, they were asked
to respond to any perceived change in reverberation
by setting the slider to the appropriate value as soon
as possible (see Fig. 8.11c). This time, no feedback
was given. The slider always remained at the last
value that was set by the participant.

During the whole testing period, all possible tran-
sitions between the 7 levels of reverberation (i.e.,
at least 42 transitions) were presented in random
order, different for each participant. Each level was
kept constant for at least 7 s.

8.3.4.2. Post-hoc survey

After completion of the experiment, participants
were asked to fill an online survey, comprising a
multiple-choice test on the content of the radio
features, as well as general questions concerning
the participants’ listening environment and their
subjective experience with the sound:

• 14 multiple-choice, multiple-response state-
ments on each of the two radio features (fig
and millet). While all statements were fac-
tually correct, the participants had to select
those that had actually been part of the radio
feature.

• an open question where participants described
the room and setting in which the experiment
was performed, as well as possible technical
issues.

• “How well do you think you were able to esti-
mate the reverberation level?”

• “How much were you challenged by simultane-
ously listening to the radio and estimating the
reverberation level?”

0 0.2 0.4 0.6 0.8 1

Score in the questionnaire

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

P
ro

b
a
b
ili

ty

control group (CG)

experimeng group (EG)

±2 standard deviations

outliers of EG

Figure 8.12.: Histogram of scores from the multiple-
choice questionnaire, for EG and CG. Five outliers
of EG had scores of less than 2 standard deviations
below the average of CG, and were thus classified
as sound-focused (SF) participants.

• “How realistically did the virtual radio and its
reverberation blend into your listening environ-
ment?”

The last three questions had to be answered on
an ordinal scale between 1 and 7. The participants
of the control group (CG) answered only the first
part concerning the content of the radio features.

8.3.5. Results
First, the data from the multiple-choice question-
naire were analyzed. Fig. 8.12 shows the distribution
of the EG data in comparison with that of the CG
data. When we excluded the data from the five
worst-performing participants, the results of the
questionnaire from the CG were not significantly
different from those of the remaining participants
of the EG (p= 0.33). When we compared the re-
sults of the CG with those of the EG, we found
that some of the EG participants were much less
focused on listening to the radio than the other EG
participants. We call this group the sound-focused
listeners (five participants with IDs 4, 6, 11, 23,
and 42), whereas the other EG participants behaved
as content-focused listeners in a more “peripheral”
way. EG participants were therefore subdivided into
sound-focused (SF) and content-focused (CF) lis-
teners.
The data obtained from the MobMuPlat app

were time series of estimated reverberation levels
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(b) Estimated vs. true reverberation, with mean
values and standard deviations per level.

Figure 8.13.: Experiment data of participant 16.

(response) in relation to the true reverberation lev-
els (reference) for each participant (see example in
Fig. 8.13a). In order to simplify comparisons, both
are given in quantities of reverberation time T60.
We estimated the delay of the response with respect
to the reference via the maximum of their cross-cor-
relation. This average delay was between 0.54 s and
2.22 s for all participants (mean: 1.48 s, standard
deviation: 0.55 s). A moving-average instantaneous
delay over time was computed in the same way by
using a sliding rectangular window of four minutes
length. This instantaneous delay ranged from 0 to
3.88 s for all participants, with an average delay over
time of 0.99 s.

For further analysis, the time series were divided
into segments of constant true reverberation (the
plateaus are shown in Fig. 8.13a in the gray refer-
ence curve). The first segment was excluded. In
addition, the first 2.22 s (i.e., the maximum average
delay), as well as the last second of each segment
were removed; for the remainder, the average re-

sponse value (i.e., the estimated reverberation) was
calculated. After collecting average responses, to-
gether with the corresponding reference levels, we
obtained between 6 and 9 estimates per participant
and reverberation level, as shown in Fig. 8.13b.
For each participant and level, the distribution

of estimated reverberation was tested for normality
by the Lilliefors test. In only 4 % of the cases (and
for a maximum of one level per participant), the
null-hypothesis of normal data was rejected. There-
fore, we generally assumed a normal distribution for
further statistical analysis. Within each participant,
we performed pairwise, one-tailed, Welch’s t-tests
on all possible pairs of reference levels, with a 5 %
threshold for significance. For all participants, a
difference of three reverberation levels (e.g., 5th
vs. 2nd level) always resulted in estimates that dif-
fered significantly from each other. When pooled
over participants, all pairwise comparisons were sig-
nificant; i.e., the estimated reverberation of each
level was always significantly higher than that of all
levels below, and significantly lower than the levels
above, respectively.
When analyzing estimated vs. true values, sev-

eral different approaches can be used to define the
number of levels that participants were able to iden-
tify correctly. As can be seen in the example of
Fig. 8.13b, it was quite obvious that the partici-
pants did not reach our seven reverberation levels.
Due to the small number of data points per level
and the fact that each participant has his/her own
non-linear mapping, we decided to use the statistical
measure of effect size to analyze the data. Note
that this choice follows the assumption that our
levels are equally spread and that the perceptual
distance between adjacent levels is similar over the
whole range of reverberation.

Based on the effect size, the number of discrim-
inable levels are computed in the same way as al-
ready described in Sec. 5.2.5.6. For some interesting
values of threshold effect size dt or the correspond-
ing probability of superiority Ps, the results are given
in Tab. 8.2 and Fig. 8.14; averaged over all partic-
ipants, as well as averaged, separately, over the
groups of SF and CF listeners. In Fig. 8.14a, N is
plotted against a continuous Ps. When choosing
a dt of 2.77 (corresponding to Ps = 0.975), con-
tent-focused (CF) listeners achieved an average of
3.0 discriminable levels (standard deviation SD 0.4),
while sound-focused (SF) listeners achieved an aver-
age of 3.5 levels (SD 0.4). The number of perceived
levels was significantly higher for SF listeners than
for CF listeners (t(9.44)=2.161, p=0.029).
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Figure 8.14.: Number of discriminable levels for
different thresholds dt (Tab. 8.2) and their corre-
sponding probability of superiority (Ps). (a) depicts
the number of levels as a function of Ps. (b) shows
the same information for 4 selected values of Ps,
together with the standard deviation across partici-
pants.

For each reverberation level, the individual es-
timates can be grouped into upward jumps (the
prior reference level was lower than the current one)
and downward jumps (the prior reference level was
higher than the current one). In this way, the esti-
mated reverberation can be plotted against the true
reverberation for upward and downward movements
separately. Due to the small number of data points,
a within-subject analysis would not be meaningful.
Fig. 8.15 shows the resulting curve, pooled over
all participants. It shows two effects that can be
expected when dealing with magnitude estimation
(Petzschner et al. 2015). First, the regression effect

Table 8.2.: Probability of superiority Ps correspond-
ing to the thresholds dt and results for the number
of levels discriminable by all, CF, and SF listeners.

Ps dt Nall NCF NSF

0.8 1.19 6.1 5.8 6.8
0.9 1.81 4.3 4.1 4.8
0.95 2.33 3.6 3.4 4.0
0.975 2.77 3.2 3.0 3.5
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Figure 8.15.: Estimated vs. real reverberation,
pooled over all participants, split into upward and
downward level changes.

is the tendency that estimates are systematically
biased towards the center of the distribution, i.e.,
the objective range of 0 to 1.2 is mapped to approx-
imately 0.2 to 1.1. Second, the judgments depend
on the recent history of stimuli, known as sequen-
tial effect. Estimates after a large previous stimulus
tend to be larger, while estimates after a small
previous stimulus tend to be smaller, leading to a
perceptual hysteresis curve that is clearly shown in
Fig. 8.15. Note that for levels 1 and 7 only one di-
rection exists. For levels 2 to 5, upward jumps were
estimated significantly higher than downward jumps
(t≥2.40, p≤0.011), based on pairwise one-tailed
Welch’s t-tests. For level 6, however, the upward
jump was significantly lower than the downward
jump (t(29.24) =−1.93, p= 0.032). This may be
explained by the extreme reverberant tail of level
7 that was masking the small transition to level 6,
leading to the result that participants simply did
not notice this change.
The instantaneous delay that was computed in

the beginning was further analyzed in a similar way
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“I perceived the radio and its reverb
as something completely virtual.”

-1 -0.5 0 0.5 1

CG

EG “Radio and its reverb sounded as if
they were coming from my room.”

“I was excessively challenged by this
multitasking.” -1 -0.5 0 0.5 1

EG “Not challenging: it was as if I was
listening to the radio only.”

“I could not distinguish any levels of
reverb.” -1 -0.5 0 0.5 1

EG “I could distinguish many levels of
reverb.”

Figure 8.16.: Average rating and standard deviation for the questions on the participants’ impressions.

as the estimated reverberation, by computing the
average instantaneous delay per time segment and
participant. However, when these data were pooled
over all participants, no significant effects could be
observed.
Finally, Fig. 8.16 shows the numerical results

of the questionnaires. EG participants indicated
that their listening experience seemed more virtual
compared to the CG participants. Mapping of the
original range [1, 7] to a range of [−1, 1] produced
mean values for CG −0.1 (SD 0.9) and for EG
−0.6 (SD 0.4). The EG participants did not feel
excessively challenged by listening to the radio while
estimating the reverb (mean 0.1, SD 0.3); however,
they found it more challenging than only listening
to the radio (CG). Furthermore, they were rather
confident of their estimate (mean 0.4, SD 0.3).

8.3.6. Discussion
The results of the experiment show that listeners
were able to discriminate between the seven levels of
reverberation with a probability of superiority (i.e.,
correct answers) of 75 %. This probability is often
used as a threshold probability when measuring the
JND in pairwise comparisons. It shows that our
guessed JNDs from the informal listening test were
not so far from reality. As this probability implies
25 % incorrect identifications, it is usually too low
for a practical application in sonification. For an
exceptional 97.5 % correct answers, only three levels
of reverberation can be used. Figure 8.14 allows to
obtain the number of discriminable levels (within
the fixed parameter range) depending on the prob-
ability of superiority that is necessary for a given
application.

A sequential bias was found for upward and down-
ward changes of reverberation, leading to a hystere-
sis curve as shown in Fig. 8.15. This sequential
effect is frequently found in such magnitude estima-
tion experiments (see, e.g., Petzschner et al. 2015):
The distances between subsequent levels were gen-

erally exaggerated in the participants’ estimations.
This means that the same true reverberation led to a
higher estimated reverberation if the preceding level
was lower, and to a lower estimated reverberation
if the preceding level was higher. In addition, the
absolute estimated magnitudes were compressed
compared to the true reverberation; i.e., partici-
pants mapped the parameter range to a smaller
range. This may be attributed to the fact that the
slider did not account for estimations that exceed
the true parameter range.
The average instantaneous delay of 1 s that was

measured, describing the response time of the partic-
ipants, shows that the sonification system is indeed
usable in real-time applications that require user
action within physiological reaction times.
We could identify two clusters of participants.

The CF participants focused more on the content
of the radio features, while the SF participants
focused mainly on the sonification and basically ne-
glected the information within the radio features
(see Fig. 8.12). To ensure a valid scenario of periph-
eral sonification, as envisaged for future applications,
only CF participants were taken into account for
further statistical analysis. While the results may
still differ from a true ecologically valid experiment
with a more complex and challenging main task, we
still assume that the envisaged design of an eco-
logically valid peripheral listening experiment was
sufficiently fulfilled.
According to the post-hoc survey, participants

were not excessively challenged by the task and
felt confident concerning their estimates. The CG
participants who were exposed to the radio fea-
tures at constant reverberation had less negative
feelings about the reverberation than the EG partic-
ipants who generally regarded it as very unnatural.
However, this attitude might be attributed to the
situation of listening to a virtual radio set in a vir-
tual room through headphones. We assume that in
this specific setting, the sonification was not able to
blend with the physical soundscape in the same way
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as if it were rendered by hidden loudspeakers render-
ing the auditory augmentation of the whole sound-
scape including a physical radio set. In comparison
to the previously envisaged laboratory experiment
with loudspeakers but in a somehow unnatural and
uncomfortable studio, the implementation at home
is still considered even more ecologically valid.

8.4. “CardioScope”: an
augmented stethoscope
using ECG data

<

This section is based on the original publication which
was created in teamwork by Aldana Blanco, Weger,
Grautoff, Höldrich, and Hermann (2019). My main
contribution was the synchronous data acquisition of
ECG and PCG.

CardioScope is the prototype of an augmented
stethoscope that is designed to facilitate cardiac
diagnosis and monitoring. Usually, a physician lis-
tens to the sound of the heart through a stetho-
scope. This listening practice is called ausculta-
tion. The recording of an auscultation of the heart
is called phonocardiogram (PCG). In CardioScope,
this sound is augmented in real time by information
that is derived from the electrocardiogram (ECG), to
make interesting aspects of the signal more salient.
The ECG signal is usually less noisy than the PCG
and thus allows a segmentation of the signal into
several time segments of the cardiac cycle (the time
between two heartbeats). If the stethoscope is re-
garded as an auditory magnifying glass to zoom in
to a specific spatial region of the heart, CardioScope
allows to zoom in to a specific time segment within
each cardiac cycle. While the system is only briefly
summarized here; a comprehensive description is
given by Aldana Blanco et al. (2019).

8.4.1. Electrocardiography and the
stethoscope

Figure 8.17 depicts the time signals of ECG and
PCG in conjunction with pressures and volumes from
cardiac physiology. The heart sounds captured by
the stethoscope are physiologically generated by the
closing of the heart valves; however, the actual cause
are not the valves themselves but the turbulences
which result from their closing. During the cardiac
cycle, the PCG contains three distinct sound events
(labeled 1st, 2nd, and 3rd in Fig. 8.17). The 1st
heart sound appears when the mitral valve closes
and the aortic valve opens. The 2nd heart sound

appears when the aortic valve closes and the mitral
valve opens. Both 1st and 2nd sound therefore
involve two separate physiological events (and thus
sound events) which are hard to discriminate by ear
during auscultation. The 3rd is a very low frequency
sound that is produced during ventricular filling. Its
actual cause is not yet fully understood and subject
to current research (e.g., Omar and Guglin 2017).
(Lilly 2016, 26ff)

Additional heart sounds that diverge from the
normal sound are called murmurs. They allow a
physician to conjecture about abnormal turbulences,
e.g., due to a certain valve that is not opening or
closing correctly.
In electrocardiography, a graph of voltage over

time— the ECG— is created by measuring the elec-
trical activity of the heart through electrodes that
are placed on the skin. As depicted in Fig. 8.17, the
ECG of a healthy person involves three main compo-
nents. The P-wave represents the depolarization of
the atrium, i.e., the voltage drop in neural activity
before reaching the action potential (Colman 2009,
p. 201). The QRS-complex with the prominent R-
peak which is usually the global maximum of the
cardiac cycle represents the depolarization of the
ventricles. The T-wave shows the repolarization of
the ventricles, i.e., the voltage change back to rest-
ing state, including some overshoot, after reaching
the action potential. (Lilly 2016, 74ff)
Figure 8.17 and the corresponding physiological

mechanisms suggest that activity in the ECG gen-
erally precedes activity in the PCG: the 1st and
2nd sound event come from the turbulences that
result from muscle activities that are initiated by the
nervous action potentials. As the reference points
(P, Q, R, S, and T) are generally easier to detect
than the sound events (1st, 2nd, 3rd), they are
used to label the PCG signal in order to augment
segments that are relevant to the physician under
certain conditions.

8.4.2. Synchronous acquisition of ECG
and PCG

In the envisaged application in a medical context,
both ECG and PCG signals are usually provided by
a medical data acquisition system. To capture both
domains in synchrony, it is beneficial to process them
in the same domain. As PCG is anyway already an
audio signal—our preferred signal type as sound
engineers—we capture the electrical ECG signal in
synchrony through the same M-Audio Mobile Pre
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Figure 8.17.: Wiggers diagram. Adapted from Wikimedia Commons (users adh30, DanielChangMD,
DestinyQx, and xavax). Licensed under CC BY-SA 4.0.
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USB audio interface.
For ECG, we use the ECG Sensor that comes

with the BITalino (r)evolution plugged kit7 (Plácido
da Silva et al. 2014). Instead of connecting it to the
BITalino board via its USB connector, we soldered
cables to directly connect it to the audio interface.
It requires an input voltage Vcc between 2.0 and
3.5 V (see Gomes 2020) which we supply through
a 3.7 V rechargeable battery. An additionally re-
quired Vcc/2 is provided through a simple voltage
divider with two 10 kΩ resistors. The ECG sensor
then outputs a voltage between 0 V and Vcc. For
a stable reference voltage of 3.3 V, we would need
an additional voltage regulator. While this would
allow the reconstruction of absolute voltage values
from the digital signal, we omitted this step in the
first prototype. To create a centered and bipolar
audio signal, we rely on the analog DC-removal
high-pass filter that is already built into the audio
interface. The centered signal between −Vcc/2 and
+Vcc/2 then sufficiently matches the specification
of a +4 dBu line level audio signal which reaches
from −Vpeak to +Vpeak, with Vpeak=1.736 V.

For PCG, i.e., recording of the stethoscope sound,
we use a DocCheck Advance II dual head stetho-
scope chest piece attached to a short rubber tube.
An AKG C417 PP miniature microphone is inserted
into the open end of the tube and connected to the
microphone preamplifier of the audio interface.
Figure 8.18 shows the whole signal acquisition

system including ECG sensors and stethoscope. It
must be noted that our prototypical procedure in-
volves a direct electrical connection between the
ECG sensors and thus electrodes, the audio inter-
face, the computer, and the microphone. Apart
from the disregard of any medical safety standards,
this setup is prone to noise. While we argue that
our system won’t bear a greater risk than a micro-
phone, future prototypes should surely involve at
least some kind of isolation for the ECG part via
optocouplers, to improve the signal-to-noise ratio
and reduce electrical risk.

8.4.3. ECG-informed auditory
augmentation of heart sounds

In order to facilitate the identification of heart mur-
murs through auscultation, we propose an auditory
augmentation that emphasizes relevant parts and
suppresses irrelevant parts of the sound by means
of amplitude modulation. Robust information for
7BITalino: https://bitalino.com

Figure 8.18.: The system for synchronous signal
acquisition of ECG and PCG through the same
audio interface.

the segmentation of the cardiac cycle is extracted
from the ECG in real time by detecting the refer-
ence points. The idea of segmenting the PCG based
on information from ECG is not new and has al-
ready been proposed by others (Malarvili et al. 2003;
Giordano and Knaflitz 2019). We propose ECG-syn-
chronized auditory augmentation of heart sounds in
real time by means of amplitude modulation.
In our prototype we use only the R-peak which

occurs just before the 1st sound event and delivers
a robust trigger signal to signify the start of the
cardiac cycle. Due to its prominence, it is generally
easy to detect by onset detection algorithms. In the
prototypical offline implementation, the R-peaks are
detected a priori.
Relative to the latest R-peak, we place a raised

cosine or Hann window in order to augment a certain
position within the cardiac cycle. The pure window
itself is defined as

W (t) = sin2(πt) (8.7)

for 0 ≤ t ≤ Ti. Otherwise W (t) is 0.
From the last detected R-peaks, we predict the

duration Ti of the currently running cardiac cycle
(starting with the latest R-peak). The start of the
window is set relative to the duration Ti of the
cardiac cycle by the lag ratio β between 0 and 1.
The duration of the window is set by relative length
α between 0 and 1. An additional gain ga blends
between the unprocessed signal and the window
function. The final equation for the amplitude mod-
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ulation signal ei(t), i.e., the applied envelope, for
the given segment i becomes

ei(t) = (1− ga) + gaW

(
t− βTi
αTi

)
. (8.8)

Sound examples are provided by Aldana Blanco
et al. (2019) in Source 8.4.n Sound H1 is the record-
ing of a healthy heart, recorded with the method
described in Sec. 8.4.2. In order to test the pre-
sented auditory augmentation on heart sounds of
non-healthy patients, the large dataset from the
“Classifying Heart Sounds Challenge” by Bentley et
al. (2012) was used. Sounds P1.1 and P2.1 are the
raw recordings of pathological heart sounds which
contain different types of murmurs. In sounds P1.2
and P2.2, these murmurs are made more salient by
the auditory augmentation, using the parameters
[ga : 0.9, β : 0.4, α : 0.3] and [ga : 0.9, β : 0.5,
α : 0.4], respectively.

8.4.4. Discussion
As described in detail by Aldana Blanco et al. (2019),
the presented auditory augmentation was evaluated
by two physicians in a preliminary qualitative test.
Overall, their feedback reflects mixed feelings to-
wards the auditory augmentation. While they were
generally positive about the benefit of the system,
they argued that they would not rely on it for di-
agnostic purposes and rather stick to classical aus-
cultation in conjunction with other cardiac medical
technologies. We attribute this rejection to the fact
that they only listened to pre-recorded sounds, com-
pletely decoupled from interaction with the patient.
We assume that a real-time implementation where
physicians were able to tune the parameters of the
augmentation (e.g., starting without augmentation,
and tuning in only in case of ambiguities) within
the interaction loop, the results would be entirely
different. This assumption, however, needs to be
evaluated in an ecologically valid experiment with
a future implementation of the auditory augmen-
tation in compliance with the appropriate medical
standards for signal acquisition.
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9. Auditory contrast enhancement (ACE)

ACE−−−→

Figure 9.1.: Someone shaking a box to guess its
contents from the resulting sound. A task we want
to facilitate.

<
This chapter is based on the following publications:
Weger, Hermann, and Höldrich (2019), Weger and
Höldrich (2019).

In Chapter 1, we introduced the concept of aug-
mented auditory feedback and auditory augmenta-
tion. One main objective of auditory augmentation
might be to enhance relevant information that is
contained in the sound, so that it becomes more
salient to the listener, e.g., by improving the signal-
to-noise ratio (SNR). This we call auditory contrast
enhancement (ACE).
What might be relevant to users, however, de-

pends on their individual activities, as well as on
the type and origin of the observed sound. The
general concept is illustrated in Fig. 9.1. We expect
high potential for ACE where listening is part of
a knowledge-making process. Especially when, for
example, scientists, engineers, or physicians rely on
their ears during professional routines.

A very common listening practice is to knock on
an object to obtain information on its inner struc-
ture. This can be seen as a rudimentary form of
an impulse response measurement. For example,
craftspersons locate cavities and studs behind a wall
by thumping in order to find an appropriate spot for
a drill hole. Farmers knock on a melon to tell if it
is ripe. Violin makers tune the top and back plate
of the instrument by holding it lightly between two
fingers and tapping it, which reveals the so-called
tap tones. Similarly, the filling level of a barrel is
estimated by ear via knocking. This active listening
practice inspired the son of an innkeeper and later
physician Leopold Auenbrugger to his “inventum
novum” (see Bishop 1961; Nuland 2005): percus-

sion. As a method of clinical examination, it has
become indispensable in the repertoire of modern
physicians— together with its passive counterpart,
auscultation, which is usually performed by using
a stethoscope. The stethoscope enhances auditory
contrast not only by efficient guidance of the struc-
ture-borne sound to the user’s ears, but also by
amplification of frequency ranges which are of spe-
cial interest to the user (Ertel et al. 1971). Despite
the medical definitions, percussion and auscultation
are here interpreted in a broader sense where the
examined object may be any physical object.
We differentiate between two types of auditory

contrast. Intra-stimulus contrast describes the
prominence of those features that characterize a
single sound. As an example, for some Stradivar-
ius and Guarnerius violins, the tap tone of the top
plate exhibits a prominent resonance between one
and two semitones above the middle C (Hutchins
1962). For this feature, intra-stimulus contrast can
be quantified by the amplitude difference between
peak and average of the spectrum. By inter-stim-
ulus contrast, we mean the perceptual differences
between two or more sounds or groups of sounds.
Sticking to the previous example, the tap tone of
the back plate is usually one or two semitones higher
(Hutchins 1962). Inter-stimulus contrast between
the tap tones of top and back plate could be quanti-
fied by their spectral differences, i.e., differences in
amplitude, frequency, and bandwidth. Apart from
this example, both types of auditory contrast can be
regarded from different perspectives, e.g., focusing
on spectral, temporal, or spectro-temporal features.

ACE therefore comes in two flavors. Intra-stimu-
lus ACE is a method to make intrinsic features of
a sound more prominent, in order to facilitate their
perception and thus improve the conveyance of the
underlying information. This is possible in real time.
The underlying information may be, for example,
physical properties such as material, shape, or size
of a cavity. The outcome can be interpreted as a
cartoonification of the original sound. Inter-stim-
ulus ACE is a method for the auditory display of
differences between groups of sounds, based on su-
pervised or unsupervised learning from pre-recorded
samples (Hermann and Weger 2019). This requires
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the acquisition of training data. However, a thus
produced spectral ACE filter can then be applied on
an unknown audio signal in real time, to facilitate
a classification by ear.
Our goal is to enhance the perception of those

sound properties that characterize a sound, while
maintaining its original gestalt as good as possible.
We assume that this compromise can be achieved
by attenuating non-characteristic aspects of the sig-
nal, thus leading to reduced spectral, temporal, and
informational masking. In the extreme case, a very
strong contrast enhancement leads to a cartoonifi-
cation of the sound, reducing it to only a few very
prominent sound attributes. This is conceptually
similar to the visual domain where contrast is usu-
ally understood as the degree to which areas of an
image differ in appearance.
Assuming that a sound is characterized by its

unique spectral and temporal structure, an enhance-
ment of this structure may automatically enhance
the contrast to other sounds which exhibit a differ-
ent structure. If, however, two sounds share the
same strong characteristics with only minor differ-
ences, intra-stimulus ACE could even suppress those
differences, leading to reduced inter-stimulus con-
trast between both. Such “similarity enhancement”
might be useful when searching for similarities be-
tween stimuli. Otherwise, inter-stimulus contrast
enhancement would be the recommended choice
(see Hermann and Weger 2019).

Intra-stimulus ACE tries to improve absolute iden-
tification of a single sound, while inter-stimulus ACE
tries to facilitate discrimination between multiple
sounds. Nevertheless, both are tightly connected. In
case of the tap tones, the broadband resonances of
top and bottom plate differ only slightly in frequency.
A bandwidth reduction, as achieved by intra-stimu-
lus ACE, transforms them into more tonal signals
with higher pitch strength, and consequently higher
inter-stimulus contrast. This effect is schematically
depicted in Fig. 9.2.
In summary, we identify two activities which in-

tra-stimulus ACE should improve: (1) identify the
physical sound source, as visualized in Fig. 9.1, and
(2) discriminate between sounds that are different
to each other.
The remainder of this chapter is structured as

follows. In Sec. 9.1 we derive an algorithm for
real-time intra-stimulus ACE.
The plausibility of the resulting auditory feed-

back was evaluated in an auditory-visual experiment
(Sec. 9.2). The main objective was to find a compro-
mise between high auditory contrast and acceptable

Frequency
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Figure 9.2.: The principle of enhanced inter-stimulus
contrast by enhanced intra-stimulus contrast.

plausibility for observed interactions.
The described algorithm for intra-stimulus ACE

is supposed to maintain high plausibility of the
auditory feedback, as it is based on the same mech-
anism that is used in the neural networks of auditory
nerves and auditory cortex (Kral and Majernik 1996;
Pantev et al. 2004), namely lateral inhibition. It
describes the inhibitory effect of stimulation in neigh-
boring channels. We further use a physically mean-
ingful decay prolongation with frequency-dependent
exponential decay, in order to provide listeners with
more time to perceive characteristic partials.

In Sec. 9.3, we present a practical implementation
of intra-stimulus ACE based on a microphone-ear-
phone combination. Used as a tool, it works similar
to a hearing aid, with the goal to enhance the men-
tioned listening practices, with a focus on percussion.
In other words, the system should help to identify
or categorize short impact sounds, as well as to
discriminate between them, by ear. Interpretation
and decision-making is left to the user.

The sound examples for ACE that are referenced
in the text are found in Source 9.1. n

9.1. Real-time auditory contrast
enhancement

The main applications that are envisaged for real-
time ACE are percussion and auscultation—not
so much for medical purposes but more for ma-
terial testing by ear and auditory observation of
mechanical processes such as machines. The tar-
geted sounds therefore include transient interaction
sounds and environmental sounds, but not speech or
music. The focus on real-time application on audi-
tory feedback makes a low-latency implementation
necessary. Furthermore, the sounds resulting from
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s[n]
gd

+ s′[n]
gf

SCE

gt
TCE

sf[n]

st[n]

Figure 9.3.: Overall block diagram of real-time ACE.

ACE should maintain some degree of naturalness—
they should stay within the limits of plausibility with
reference to their individual context and the per-
formed action. While development is performed in
Matlab, the real-time algorithm is implemented in
SuperCollider.

Figure 9.3 shows the overall block diagram. Out-
put s′[n] is a mix of three signals: (1) the dry
input signal s[n] (e.g., coming from a microphone),
(2) the output sf[n] of spectral contrast enhance-
ment (SCE, see Sec. 9.1.1), and (3) the output
st[n] of temporal contrast enhancement (TCE, see
Sec. 9.1.2). Their individual gains are parameter-
ized by two linear cross-fades: (1) between sf[n]
and st[n] to intuitively tune to the signal dimension
of interest, and (2) between this weighted sum and
the original signal (wet and dry) for overall strength
of the effect.

9.1.1. Spectral contrast enhancement
Yang et al. (2003) define spectral contrast as “the
decibel difference between peaks and valleys in the
[magnitude] spectrum”. They describe several algo-
rithms for spectral contrast enhancement, aiming
at two applications: (1) compensation of reduced
frequency selectivity in hearing-impaired people, and
(2) speech enhancement in noise. One of the easiest
methods is to exponentiate the magnitude spectrum
by a variable exponent, followed by normalization
(Boers 1980). This results in a spectral dynamics ex-
pansion with respect to the global maximum. Other
approaches use linear prediction which works well
for speech enhancement where detailed information
on the sound source is available (Yang et al. 2003).

A large group of algorithms is based on an analog
circuit proposed by Stone and Moore (1992). In
principle, the signal is split into a number of fre-
quency bands which are separately processed by a
variable gain amplifier and then summed. The gain
of each channel is a weighted sum of its own enve-
lope and the envelopes of four neighboring channels;
the latter with negative weights. This weighting is

similar to a transversal FIR filter. As result, spectral
peaks are amplified while troughs are attenuated.
The digital implementation of this algorithm—Yang
et al. refer to it as “Cambridge’s method”—works
as follows (Yang et al. 2003; Baer et al. 1993):

1. Computation of the spectrum Xk of a (win-
dowed) signal block via FFT, with frequency
index k.

2. Calculation of excitation pattern Pk—“the rep-
resentation of a spectral shape in the auditory
system” (Stone and Moore 1992). It resembles
a smoothed version of the magnitude spectrum
|Xk|.

3. The enhancement function Ek is the convolu-
tion of Pk with a difference-of-Gaussians (DoG)
function. This is similar to a smoothed 2nd
derivative. The DoG function is the sum of a
positive Gaussian and a negative Gaussian with
larger (here: 2×) bandwidth. Convolution runs
on a scale which quantifies the number of equiva-
lent rectangular bandwidths (ERB) that fit below
a certain frequency— the ERB-rate scale (Moore
and Glasberg 1996).

4. The enhanced magnitude spectrum |Yk| is then

|Yk| = Pk ·
(
|Ek|+ 1

)sgn(Ek)·ρ , (9.1)

where ρ≥0 controls the strength of the effect.
5. Inverse FFT of |Yk| combined with the original

phase values.

While Cambridge’s method did not improve speech
intelligibility—neither analog nor digital— its high
potential in “technical” enhancement of spectral
contrast, i.e., increasing differences between peaks
and valleys, is evident.
Our auditory system achieves spectral contrast

enhancement similar to Cambridge’s method. The
underlying mechanism is based on Lateral Inhibition
(LI) in the neural networks of the auditory nerves
and the auditory cortex (Kral and Majernik 1996;
Pantev et al. 2004). In general, this process can be
described as “the suppression of nervous activity at
one place in a receptor field as a consequence of the
stimulation of adjacent places in this field” (Hout-
gast 1972). Besides, for instance, the retina and
the skin, such receptor fields are also found along
the basilar membrane (Coren et al. 1988; Békésy
1962). Kral and Majernik (1996) used an artificial
neural network to model the effect of spectral con-
trast enhancement in the auditory system via lateral
inhibition. Among their simulated scenarios, three
extreme cases are of particular interest. (1) Partly
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Figure 9.4.: Principle of dynamics expansion.

overlapping band-limited noise signals are narrowed
in bandwidth and thus separated. (2) Uniform white
noise is effectively suppressed. (3) Uniform white
noise where a specific frequency range has been
suppressed leads to spikes at the edges of the stop-
band—the so-called edge effect.
It seems that in general there are two types of

spectral contrast: (1) exponentiation relative to the
global maximum (we refer to it as spectral dynam-
ics expansion), and (2) lateral inhibition (we refer
to it as spectral sharpening). Figures 9.4 and 9.5
illustrate their effect on a certain spectrum, respec-
tively. It might be interesting to compare these
to the visual domain. Spectral dynamics expan-
sion compares to visual contrast control as shown
in Fig. 9.6b, while spectral sharpening is actually
edge detection (see Fig. 9.6c; the image shows the
inverted result)— remember the edge effect demon-
strated by Kral and Majernik (1996). In order to
achieve something close to cartoonification, as ex-
aggeratedly illustrated in Fig. 9.6d, we would need
a combination of both types of contrast. In vi-
sion, this would be an overlay of Fig. 9.6b and c,
e.g., by multiplying or taking the minimum of both
images). In the auditory domain, we would take
the maximum of both output spectra. The above
considerations suggest that both types of spectral
contrast enhancement are necessary, depending on
the sound characteristics of interest, and therefore
need to be implemented for parallel or serial use.
As we target low latency and real-time opera-

tion, the use of FFT—the basis for the majority
of speech enhancement algorithms— is not possi-
ble. For that reason, frequency separation must be
achieved by a filterbank, similar to the analog cir-

1Fig. 9.6a–c: Anne Davis, http://flickr.com/anned/, Cre-
ative Commons Attribution NonCommercial (CC BY-
NC) 2.0 Generic License. Fig. 9.6d: http://pngimg.com,
CC BY-NC 4.0 International License.
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Figure 9.5.: Principle of lateral inhibition.

(a) original photo (b) high contrast

(c) edge detection (d) cartoon

Figure 9.6.: The photo of a white duck in three ver-
sions, and the drawing of a famous cartoon duck.1

cuit by Stone and Moore (1992). We are therefore
restricted to operate on a very limited number of
frequency bands. Note, however, that Cambridge’s
method returns an altered version of the excitation
patterns—a signal with significantly reduced fre-
quency resolution. An adequate approximation of
the excitation pattern can be obtained by a gamma-
tone filterbank (GTFB)—a widely used model for
the auditory filters (Patterson et al. 1987). If the
filters’ center frequencies are equally spaced on the
ERB-rate scale (and set to constant bandwidth in
parts of the ERB), they simulate an equal spacing
on the basilar membrane. The lower bands exhibit a
smaller bandwidth in Hz, leading to longer impulse
response and group delay. This implies a trade-off
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Figure 9.7.: Simplified block diagram of one channel of sub-band processing.

between frequency resolution and group delay to-
wards low frequencies, which needs to be taken care
of.

The excitation pattern is expressed by the energy
distribution across sub-bands, calculated via their
channel envelopes. Depending on the implementa-
tion of the gammatone filter, it can also output the
imaginary part of the resulting signal, in addition to
the real output. An accurate estimation of the sig-
nal envelope is then given by the magnitude of the
complex filter output. A suitable implementation is
the one by Hohmann (2002), which is available for
Matlab2, Pd3 and SuperCollider4; in the latter case,
a small modification of the source code is needed in
order to return the imaginary part. We use 60 4th-
order filters with center frequencies from 50 Hz to
20 kHz, overlapping at their −4 dB cutoff frequency
(as used by Noisternig 2017, p. 74). During resyn-
thesis, i.e., summation of the processed sub-bands,
their different group delays are usually compensated
by individual time-delays, in order to reduce ripple
in the output spectrum. We circumvent such ad-
ditional latency by weighting the sub-bands with
alternating signs, as proposed by Noisternig (2017,
pp. 72–73).
The overall block diagram of the proposed algo-

rithm for spectral ACE in Fig. 9.8 illustrates the
general idea described above. In summary, the input
signal s[n] is split into K sub-bands ck[n] by a gam-
matone filterbank with K channels; k is the channel
index. The actual spectral contrast enhancement

2Matlab implementation of the used gammatone filterbank
(Hohmann 2002):
http://medi.uni-oldenburg.de/download/demo/
gammatone-filterbank/gammatone_filterbank-1.1.zip

3Audition library for Pure Data:
http://lumiere.ens.fr/Audition/tools/realtime/

4AuditoryModeling UGens from SC3 Plugins:
https://github.com/supercollider/sc3-plugins

+ GT
FB

... SP ...
∑

η[n]

s[n]
c′k[n]

s′[n]

ck[n]

Figure 9.8.: Overall block diagram of spectral ACE

is done within the sub-band processing block (SP).
The sum of the processed (real-valued) sub-bands
c′k[n] then forms the enhanced output signal. Within
SP, all channels are treated equally, as shown in
Fig. 9.7. While the gammatone filterbank accounts
for the 1/f proportionality of signal energy, this
might not be enough for many natural signals which
may exhibit even stronger high-frequency loss. This
could lead to overly damped high-frequency content
in the output. This effect is reduced by a pair of
shelving filters—one boosting high frequencies of
s[n] before feeding it to the gammatone filterbank,
and another one inverting the effect of the first one
by attenuation after resynthesis/summation.
Each channel ck[n] individually passes sub-band

processing as shown in Fig. 9.9. First, the sub-
band envelope ek[n] is extracted by taking the
absolute value of the complex signal ck[n]. This
envelope then successively passes three stages: lat-
eral inhibition (LI, see Sec. 9.1.1.1), exponentiation
(EX, Sec. 9.1.1.2), and decay prolongation (DP,
Sec. 9.1.1.3). The processed envelope e′k[n] is fi-
nally applied to the real part of the sub-band signal
ck[n] by multiplication with the ratio between pro-
cessed and original envelope (see Eq. 9.2). Both
envelopes are low-pass filtered by a leaky integrator
with time-constant τ=2 ms to suppress disturbing
artifacts which occur at high amplitude ratios, es-
pecially at low overall volume. For regularization, a
small value δ=10−5 is added to the denominator
(assuming audio signals in the range between −1
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abs LI EX DP LP

LP

÷ ×

Re

+ δ

to/from K−1 other channels

ek[n]
ck[n]

uk[n] vk[n] pk[n]

c′k[n]

Figure 9.9.: Detailed block diagram of one channel of sub-band processing (SP)

and 1).

c′k[n] = Re
{
ck[n]

}
· e′k[n]
ek[n] + δ

. (9.2)

9.1.1.1. Spectral sharpening by lateral
inhibition

One problem we see in Cambridge’s method
(Eq. 9.1) is that it not only dampens spectral valleys
but also amplifies spectral peaks. This uncontrolled
amplification of the signal can be avoided by re-
stricting the enhancement function Ek to negative
values.

We first define an inhibition term Tk[n] which
quantifies the overall energy in the neighboring sub-
bands. If it is larger than the energy in the observed
band, then this band is attenuated. Calculation
of the inhibition term is based on the sub-band
envelopes ek[n] that are low-pass-filtered by a leaky
integrator (with time constant τLI), which leads to
ẽk[n]. The resulting slow attack time suppresses
inhibition caused by short spikes in neighboring
bands, while the decay adds an aftereffect to the
lateral inhibition.

We base the calculation of the neighboring bands’
weights on the DoG function as in Cambridge’s
method. The ratio between the bandwidths of the
two Gaussians controls the sharpness of the result-
ing spikes in the spectrum. As our approach anyway
restricts sharpening to the bandwidths of the used
filters (which is quite unsharp), we reduce the pos-
itive Gaussian to a minimum, being a Dirac delta
impulse. This way, extreme enhancement (large
ρ) would inhibit all frequency bands except those
which describe local maxima. The bandwidth of the
negative Gaussian is set via its standard deviation
σ in ERB rate.
For the lowest and highest sub-band, neighbors

of significant weight are outside the scope of the
filterbank. A zero-padding (insertion of zero-valued
virtual bands on both sides) would introduce an

unwanted edge-effect at the lowest and highest sub-
band (k=1 and k=K, respectively), similar to the
simulation by Kral and Majernik (1996). Therefore,
two virtual sub-bands (copies of sub-bands 2 and
K−1) are introduced as sub-bands 0 and K+1,
respectively (copying the edge bands themselves
would half a potential contrast in those bands).
The inhibition term Tk[n] then becomes

Tk[n] =√√√√ 1
2γ−k

k−1∑
i=0

γi,k · ẽ2
i [n] + 1

2γ+
k

K+1∑
i=k+1

γi,k · ẽ2
i [n] ,

(9.3)

where γi,k is a Gaussian function, with center fre-
quencies fc of the filters given in ERB rate:

γi,k = exp
(
− (fc,i − fc,k)2

2σ2

)
. (9.4)

The scaling factor can be omitted, as the weights are
anyway normalized for the lower and upper neigh-
bors individually:

γ−k =
k−1∑
i=0

γi,k and γ+
k =

K+1∑
i=k+1

γi,k . (9.5)

This scaling ensures that a signal with equal en-
velopes, i.e., in which ek[n] is the same for all k,
implies Tk[n] = ẽk[n], and therefore leads to un-
changed envelopes. Due to the ERB-scaled gam-
matone filterbank, this is the case for a pink noise
signal which exhibits a magnitude spectrum that is
proportional to 1/f . This relation approximates the
decrease in energy towards high frequencies, that
is common to many natural sounds. In analogy to
Eq. 9.1, the sharpened envelopes uk[n] then become

uk[n] = ek[n] ·min
{(

ẽk[n]
Tk[n]

)ρ
, 1
}

(9.6)
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The amount of spectral sharpening is set by the
parameter ρ ≥ 0. As the quotient ẽk[n]/Tk[n] is
restricted to values below 1, any ρ > 0 literally
suppresses lower quotients.
The effect of spectral sharpening is demon-

strated by knocking with knuckles on a wooden
plate. Listen to the signal without and with spec-
tral ACE (sounds S1.1 and S1.2, respectively, in
Source 9.1). Corresponding spectrograms are shown
in Fig. 9.10a–b. Parameters have been set to values
which work well for most signals: ρ=30, σ=3 ERB,
and smoothing with τ=7 ms. It is apparent that the
described algorithm effectively suppresses spectral
troughs while leaving local maxima as narrow-band
regions with their original amplitude. In addition,
the broadband background noise is reduced to some
high-frequency artifacts of the recording which are
now clearly audible. A ρ larger than 30 does not
seem to bring any benefit for spectral sharpening;
the signal is already reduced to its local maxima.
Additional contrast is achieved by spectral dynamics
expansion, as explained in the next section.

9.1.1.2. Spectral dynamics expansion by
exponentiation

The goal of spectral dynamics expansion is to atten-
uate frequency bands with low energy while pulling
those with high energy, above a certain threshold
value, up to the running global maximum. In con-
trast to spectral sharpening, this approach should
not attenuate broadband regions in the spectrum
if they are prominent enough. On the downside, it
will suppress even very prominent local maxima if
they appear below the threshold.
Spectral dynamics processing is achieved by ex-

ponentiation of the magnitude spectrum— inspired
by the simple algorithm originally proposed by
Boers (1980). In our case, each envelope uk[n]
is scaled with respect to the global maximum of all
(smoothed) envelopes (see Eq. 9.7). As gain factor,
we use the quotient of the smoothed envelope ũk[n]
and a fraction of the instantaneous maximum of
all smoothed envelopes (µũmax[n]). The exponent
β≥0 sets the amount of expansion; 0<µ≤1 is the
relative threshold. Gain is clipped at ũmax[n]/ũk[n]
so that uk[n] does not exceed the maximum of all
sub-band envelopes.

vk[n] = uk[n] ·min
{(

ũk[n]
µũmax[n]

)β
,
ũmax[n]
ũk[n]

}
(9.7)

with the (instantaneous) global maximum

ũmax [n] = max
k

{
ũk[n]

}
. (9.8)

Listen again to the enhanced signal from the pre-
vious section (Snd. S1.2 / Fig. 9.10b). Additional
contrast is achieved by feeding this signal into spec-
tral dynamics expansion (Snd. S1.3 / Fig. 9.10c).
Furthermore, the background noise is gone. The
parameters have been set to µ = 0.8 and an ex-
treme value of β = 8, leading to a spectral gate
where values below µũmax [n] are almost completely
suppressed while values above approach the global
maximum.

Contrary to spectral sharpening, spectral dynam-
ics expansion can also be used to exaggerate broad-
band regions in the spectrum. This is demonstrated
in Snd. S2.1 and S2.2 with the recording of a vin-
tage printing machine, with noise from a pneumatic
system.

9.1.1.3. Decay prolongation by envelope
processing

Spectral resolution and pitch impression takes time.
What if we gave listeners more time to perceive
a sound by prolonging it through artificial decay?
Looking just at the envelope of the signal, the de-
sired effect is depicted in Fig. 9.11. Such an effect
could be achieved in a natural way via reverbera-
tion. Dombois and Eckel argued that reverberation
might even be used to enhance audifications, as it
may facilitate discrimination between short transient
sounds (Hermann et al. 2011, p. 315). Koumura
and Furukawa (2017) showed that reverberation de-
teriorates material identification, at least for a while,
until listeners adapt to the reverberation. This adap-
tion, however, is not transferable between speech
and impact sounds, and must be learned individu-
ally. Such natural reverberation, of course, is not
correlated to the stimulus itself, but just convolves
it with an arbitrary impulse response. A completely
“transparent” reverberation whose impulse response
has a white magnitude spectrum might already lead
to better results.
Yet another problem is the broadband spectrum

of the transient sounds—any artificial reverbera-
tion will therefore mask succeeding parts completely
with broadband noise. Even if the resonances are
sharpened through spectral contrast enhancement
as derived in Sec. 9.1.1, a short transient signal in a
single sub-band still results in a broadband signal at
the output. However, if artificial decay is applied to
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(a) original signal (Snd. S1.1)
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(b) with spectral sharpening (Snd. S1.2)
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(c) with spectral dynamics expansion (Snd. S1.3)
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(d) with decay prolongation (Snd. S1.4)

Figure 9.10.: Spectrograms of a test sound in 4 conditions: (a) original recording, (b) with spectral
sharpening, (c) with spectral sharpening and spectral dynamics expansion, (d) with spectral sharpening,
spectral dynamics expansion, and decay prolongation. The sound files are available in Source 9.1.
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Figure 9.11.: Principle of decay prolongation.

the individual sub-band envelopes, their bandwidths
are reduced and more time is given to the listener
to gain a pitch impression. The enhanced sub-band
envelopes after lateral inhibition and exponentiation
may still contain short spikes which are not visible in
the spectrogram of Fig. 9.10b–c, but which would
have a huge impact if the sub-band envelopes were
decayed as they are. Therefore, the envelopes must
be smoothed before decay prolongation. As this
further smears the envelopes in time, we instead
split them into a transient part and a decay part.
Only the decay part receives decay prolongation;
both are re-combined afterwards.

We first introduce two simple non-linear low-pass
filters based on a leaky integrator. enva has a
smooth attack but instant decay, while envd has a
smooth decay but instant attack. enva is given in
Eq. 9.9 for an arbitrary input signal x[n] and output
signal y[n]. envd follows the same equation, but
with flipped direction of the inequality sign, leading
to a naturally-sounding exponential decay.

y[n] =
{
|x[n]| , for |x[n]| ≥ y[n− 1]
(1− α)|x[n]|+ αy[n− 1] , otherwise

(9.9)

The amount of smoothing is set via the smooth-
ing factor α. A more convenient parameterization
can be achieved via time constant τ or −60 dB
reverberation time T60:

α = exp
(
− 1
τFs

)
= exp

(
− ln(1000)

T60Fs

)
,(9.10)

where Fs is the sampling frequency.
The envelope with smoothed attack enva{vk[n]}

is fed to decay prolongation, while the residuum
(vk[n]− enva{vk[n]}) containing only the attack
part is added back to the result, leading to the

output signal of decay prolongation pk[n]:

pk[n] = envd

{
enva

{
vk[n]

}}
+vk[n]−enva

{
vk[n]

}
(9.11)

Due to the normalization with the original en-
velopes (Eq. 9.2) the decay is fed by intrinsic signal
components of the sub-band signals in the relevant
frequency region. In order to supply sufficient sig-
nal energy in the case of large SNR combined with
long decay prolongation, a pink noise signal η[n]
is added to the input signal just before feeding it
to the gammatone filterbank (see block diagram in
Fig. 9.8a); at a level below the threshold of hearing,
but enough to synthesize literally infinite decay. As
internal signal processing on any eligible platform
offers at least 32 bit floating-point precision, a noise
level of around −96 dBFS is more than enough.

A constant decay time over the whole frequency
range leads to an unnatural amplification of high
frequencies, as damping usually increases with fre-
quency. We chose a rough approximation by setting
T60 inversely proportional to the center frequency,
but clipped below 1 kHz.
Sound example S1.3 from Source 9.1 and

Fig. 9.10d show the effect of decay prolongation on
the enhanced signal from Sec. 9.1.1.2 (Snd. S1.3
and Fig. 9.10c). For this example, reverberation
time T60 at 1 kHz was set to 0.5 s. The time con-
stant for transient separation was set to 7 ms. It is
clearly visible and audible that relevant partials are
significantly extended in time.

9.1.1.4. Vibrato expansion by frequency
shifting

At this point, the question arises if also vibrato
effects, i.e., frequency modulation, can be exagger-
ated. The goal would be to enlarge the frequency
range of any existing vibrato in the signal, as well
as to exaggerate chirps (short tones that rise or fall
in frequency).

The instantaneous frequency fk[n] for each sub-
band can be calculated directly from the complex
output ck[n] of the gammatone filter via differ-
entiation of the unwrapped instantaneous phase.
However, the computation via zero-crossing rate led
to more stable results. An estimate of the instan-
taneous frequency fk[n] is obtained by the halved
zero-crossing rate which is clipped at the lower and
upper −4 dB cutoff frequency of the filter (the fre-
quency at which the next sub-band should take over)
and then smoothed with a 2nd-order low-pass filter.
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9. Auditory contrast enhancement (ACE)

A quasi-stationary frequency f̃k[n] is obtained by
low-pass filtering at a lower cutoff frequency. We
chose a cutoff frequency of 10 Hz for the instanta-
neous frequency and 1 Hz for the quasi-stationary
frequency. The difference between those two then
leads to an estimate of the instantaneous frequency
modulation. The modulation depth can then be
increased through a frequency shift by the weighted
frequency difference ∆fk[n]:

∆fk[n] = λ ·
(
fk[n]− f̃k[n]

)
(9.12)

where λ≥0 is a multiplicative factor which controls
the strengths of the effect.
The frequency difference ∆fk[n] is then applied

via single-sideband modulation (SSB). The linear
frequency shift will, of course, strongly distort the
harmonic relationship between partials in the signal.
Each sub-band signal is frequency-shifted by the
individual frequency difference:

dk[n] = Re
{
ck[n]

}
cos
(
∆ωk[n] · n

)
− Im

{
ck[n]

}
sin
(
∆ωk[n] · n

) (9.13)

with

∆ωk[n] = 2π∆fk[n]
Fs

. (9.14)

Figure 9.12 shows the spectrograms of a short
sound recording5 which contains strong frequency
modulation, (a) without, and (b) with vibrato ex-
pansion.
The same algorithm can also be applied for the

opposite goal of vibrato suppression. By setting
λ=−1, the estimated frequency difference ∆fk is
then removed from the signal.

9.1.2. Temporal contrast
enhancement

Temporal contrast enhancement is done for two
reasons: (1) to make temporal structures in the
sound more prominent, and (2) to compensate la-
tency and time-smearing of the spectral contrast
enhancement.
Even if sub-band processing is bypassed, the fil-

terbank itself induces a frequency-dependent group
delay which is small at high frequencies but increases
towards lower frequencies (23.5 ms for the lowest
band at 50 Hz).
5https://github.com/pure-data/pure-data/blob/

master/doc/sound/voice2.wav
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(b) enhanced signal

Figure 9.12.: Spectrograms of a test signal without
(a) and with (b) vibrato expansion (λ=0.05).

This frequency-dependent group delay might be
acceptable for steady sounds, but it delays and
smoothens any transient, transforming it to some-
thing similar to a down-chirp. Due to their broad-
band spectrum in combination with smoothed lat-
eral inhibition, spectral ACE anyway effectively sup-
presses all transients. For maximum spectral con-
trast in addition with instantaneous and sharp tran-
sients, they must be detected as fast as possible
from the original input signal, and mixed to the
output of spectral ACE, in order to preserve them.

Transients are detected in real time by the same
simple transient detection algorithm that has been
used for decay prolongation (see Sec. 9.1.1.3). A
2nd-order high-pass filter with adjustable cutoff fre-
quency ft makes the transient detection more sen-
sitive to high-frequency content. sh[n] is the high-
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Figure 9.13.: Signal waveform without (left,
Snd. S2.1) and with temporal ACE (right,
Snd. S2.3).

pass-filtered version of s[n]. The envelope et[n] of
the transient part of the signal is estimated via the
difference of a slowly decaying envelope et,d[n] and
a slowly rising envelope et,a[n]:

et[n] = max {et,d[n]− et,a[n]− ν , 0} (9.15)

with threshold ν. Envelopes are computed via the
two filters envd and enva that have been explained
in Sec. 9.1.1.3 and Eq. 9.9–9.10:

et,d[n] = envd
{
sh[n]

}
and

et,a[n] = enva
{
et,d[n]

}
.

(9.16)

The output signal of temporal ACE, st[n], con-
tains only the detected transients with their original
amplitude:

st[n] = s[n] · et[n]
envd

{
et[n]

} . (9.17)

Setting the time constants τa =3 ms for enva and
τd =7 ms for enva, seems to work well with most of
the signals we tested. Threshold ν is adjusted with
respect to the overall signal level.

In sound examples Snd. 1.2–1.4, the original tran-
sients are smoothed by spectral contrast enhance-
ment. For that reason, the original transients are
extracted (Snd. S1.5) and mixed to the enhanced
signals. Sound examples S1.6–1.8 are the same
as Snd. S1.2–1.4, respectively, but with restored
transients.

In Fig. 9.13 and Snd. S2.3, the effect of temporal
contrast enhancement is demonstrated with the ma-
chine recording from Snd. S2.1 It is clearly visible
that, similar to spectral sharpening, local amplitude
minima are attenuated while local amplitude max-
ima are retained. Note that the algorithm operates
on the high-pass-filtered version (cutoff frequency
set to 4 kHz). The mechanic rattling thus becomes
the prominent sound characteristic. A mix with the
enhanced signal from spectral dynamics expansion
(Snd. S2.2) leads to a spectrally and temporally
enhanced signal (Snd. S2.4).

For temporal contrast enhancement, it makes
no sense to apply dynamics expansion based on
an absolute threshold as for spectral contrast en-
hancement via exponentiation—this would be a
waveshaper, introducing unwanted distortion. The
linear cross-fade with the dry input signal actually
serves as a control for the amplitude of the residuum
signal between transients.

9.1.3. Discussion
One might notice that the proposed ACE method
does not explicitly include spectro-temporal contrast
enhancement, e.g., temporal contrast enhancement
on a sub-band level. Our hearing system does ex-
actly that via contrast gain control in the auditory
cortex, at timescales of about 100 ms (Rabinowitz et
al. 2011). Rabinowitz et al. define spectro-temporal
contrast as “the variation in sound pressure in each
frequency band, relative to the mean”; a model can
be based on the standard deviation of recent sound
pressure level (Rabinowitz et al. 2011). One audible
effect is that a harmonic partial which is omitted
and then reintroduced may stand out perceptually
for a short period of time (Summerfield et al. 1987).
While this is certainly a helpful feature, it must be
noted that the main objective of such adaptive gain
control is to compensate the very limited dynamic
range of neurons. We found that spectro-temporal
contrast is anyway strong with spectral contrast
enhancement alone, e.g., through a possible edge
effect in case of a missing partial. Even more so,
if smoothing for lateral inhibition is bypassed, to-
gether with a large ρ, a clicking transient appears
whenever there is a shift of spectral energy from
one band to another. Due to the group delay of
the filters, however, such a transient would exhibit
latency that is unacceptable for short interaction
sounds.

For continuous sounds where more latency can be
tolerated, it might be interesting to exaggerate am-
plitude modulations on a sub-band level. For that
goal we tried an algorithm which expands the sub-
band envelopes individually while preserving their
overall envelope trend (Hoffman and Cook 2008).
While originally designed to exaggerate dissonances,
it is capable to enhance also low-frequency ampli-
tude modulations. At a closer look, however, similar
results could be achieved by spectral ACE alone.
Concerning spectral contrast, both methods—

spectral sharpening and spectral dynamics expan-
sion—are essential. As soon as spectral sharpening
has reached its limits (i.e., what is left are local
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maxima only), spectral dynamics expansion can add
additional contrast by suppressing all local maxima
below a certain threshold.
In a parallel configuration, spectral sharpening

and spectral dynamics expansion can complement
each other, producing a cartoonification of the
sound. This may be illustrated by the example
of human speech: by lateral inhibition, speech is
basically reduced to fundamental frequency and
formants; consonants are attenuated. While stops/-
plosives could be recovered via temporal contrast
enhancement, sibilants are suppressed. Exponen-
tiation maintains or even exaggerates consonants,
including sibilants; however, it has a tendency to
suppress formants, so that discrimination between
vowels is lost. The solution might be a combination
by taking the maximum of both outputs.

Temporal contrast enhancement as implemented
here works similar to a transient shaper/designer for
music production. The main difference is that we
try not to exaggerate transients but to attenuate
everything else. A dynamics expansion would con-
flict with the limited dynamic range of our hearing
system, and would also produce an implausible am-
plification of the targeted interaction sounds. The
mix of spectral and temporal ACE works well for
these impact sounds, but may produces quite dis-
turbing results for more continuous stimuli such as
speech.

9.1.4. Conclusions
We introduced a new method for real-time auditory
contrast enhancement, targeting at interactive ap-
plications where auditory feedback is used as part
of a knowledge-making process. The method is
split in two parts— spectral and temporal contrast
enhancement—which can be used in parallel to
focus on different auditory features. Spectral ACE
is achieved in two ways which both are needed for
different tasks. While the first approach is based on
lateral inhibition and enhances spectral sharpness,
the second enhances spectral dynamics via exponen-
tiation. In the visual domain, these would refer to
edge detection and contrast, respectively. Crucial
for perceptibility of the enhanced sound is decay
prolongation which provides a listener with addi-
tional time for pitch impression. Transient detec-
tion was found to be sufficient for temporal contrast
enhancement. The results indicate that auditory
contrast can be significantly enhanced by the pro-
posed method.
The next step is to evaluate the multitude of

parameters in order to find meaningful ranges and
scalings, and ultimately reduce them to only a few
intuitive controls. The next section (Sec. 9.2) de-
scribes an experiment with the goal to find a com-
promise for the parameters, achieving high auditory
contrast while maintaining a certain degree of natu-
ralness and plausibility of any auditory feedback.

9.2. Plausibility of enhanced
auditory feedback

Like any other interface, an application of ACE
in form of a hear-through system might not be
accepted by the users if it lacks a plausible or natural
feel (Susini et al. 2012). We obviously need to
find a compromise between auditory contrast and
plausibility of the augmented auditory feedback.
Therefore, we designed an experiment to evaluate
the perceived plausibility of the auditory feedback of
physical interactions from the observer-perspective.
Participants watched short video sequences and were
asked to rate the plausibility of the (augmented)
audio track.

9.2.1. Stimuli
The total 260 stimuli for the experiment consist of
10 videos of 3 s duration, each with 26 alternative
audio tracks. Recordings are taken from the Great-
est Hits dataset6 (Owens et al. 2016), a collection of
audio/video recordings of different kinds of objects
and materials being hit with a drumstick.
Selection. The selection of adequate audio/video
sequences from the Greatest Hits dataset was based
on several subjective and objective requirements.
(1) Objects are rigid and stable (no water, leaves,
gravel, etc.). (2) There is no clipping in the au-
dio recording. (3) There should be a variability of
physical properties (material, size, shape, etc.). (4)
There should be a variability of sound properties
(pitch, timbre, decay time, etc.). (5) There is a pe-
riod of 3 seconds which contains several differently
sounding hits.

We initially chose 15 stimuli from which we elimi-
nated three that produced redundant data points in
the 3D parameter space of spectral centroid, spec-
tral bandwidth, and average decay time (see also
Aramaki et al. 2009). Additional two stimuli were
excluded, as they led to very saturated results in
6The Greatest Hits dataset:

https://andrewowens.com/vis/
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Table 9.1.: Properties of the audio/video files used in the experiment: material and object category,
original filename, starting time in the recording in s, and acoustical descriptors, i.e., spectral centroid
(SCG), spectral bandwidth (SB), and average −60 dB decay time T60.

ID material/object filename prefix time / s SCG / kHz SB / kHz T60 / s

0 cardboard box 2015-03-30-01-38-59 1.60 2.66 3.81 0.33
1 glass table 2015-03-30-01-29-03 9.31 7.86 5.09 0.45
2 ceramic cup 2015-02-16-16-49-06 3.24 6.89 4.25 0.28
3 forest soil 2015-09-23-16-13-51-446 21.66 3.03 4.56 0.27
4 plastic box 2015-03-30-01-54-29 2.50 2.77 3.34 0.47
5 plastic bottle 2015-03-30-02-10-02 8.81 2.69 3.50 0.34
6 wooden bar 2015-10-06-18-02-12-1 1.00 4.71 4.31 0.14
7 metal box 2015-03-30-02-18-31 0.50 4.84 4.76 0.38
8 glass bowl 2015-03-25-00-09-47 18.95 5.86 4.03 0.65
9 metal table 2015-03-30-02-22-11 19.32 7.28 4.38 0.31

a first pilot test (either always plausible or always
implausible). Table 9.1 lists the remaining 10 stim-
uli with additional data such as material and type
of the object as well as corresponding name and
starting time in the dataset.
Pre-processing. The original (already synchronized)
audio and video tracks were cut frame-aligned
(29.97 fps) with FFmpeg7. Videos were re-encoded
to 1080p MJPEG, in order to minimize computa-
tional effort during playback. Only the first of the
two audio channels was used.
A noise sample was taken from a ‘silent’ region

of each stimulus. It formed the basis of a noise
profile for the built-in noise reduction of Audacity8
(3 bands frequency smoothing, sensitivity of 6) to
reduce background noise of the stimulus by −20 dB.
Spectral ACE. Spectral dynamics are defined by ρ
(sharpening) and β (expansion). We selected five
pairs of values which form clearly perceivable steps
from very gentle sharpening up to extreme dynam-
ics expansion. Values are ρ={2, 6, 25, 25, 25}, and
β={0, 0, 0, 1, 9}, respectively; they have been cho-
sen in informal listening sessions. The selected de-
cay times are equally spaced on a logarithmic scale,
which is a rough approximation of their perception
(Blevins et al. 2013): T60 ={0, 0.15, 0.36, 0.84, 2} s.
In addition to all 25 combinations of spectral dy-
namics and T60, there was a control condition with
bypassed spectral ACE (ρ= β = 0, T60 = 0 s, but
still passing the filterbank). The original, unpro-
cessed recording was not used, to prevent partici-
pants from identifying it as a reference. Remaining
parameters were set to fixed values: σ = 3 ERB,
τLI=τEX=τDP=7 ms.
Resynthesis and Transient Restoration. The noise
7FFmpeg: http://ffmpeg.org/
8Audacity: https://www.audacityteam.org/

sample from pre-processing was again used to re-
synthesize a similar noise floor in Matlab—with
identical magnitude spectrum (and thus level), but
with random phase spectrum. This noise is added
to the output of ACE, to provide an ecologically
valid scenario, circumventing the by-product of noise
reduction that comes through spectral ACE. Param-
eters for transient restoration are set to ft=4 kHz,
ν=−42 dB, τd =60 ms, and τa =3 ms; the transient
is added with −3 dB gain.

9.2.2. Participants, apparatus, and
procedure

Eleven participants (4 female, 7 male) were recruited
from university staff. Those were happy to take
part without payment. They all have a professional
background in sound and music computing and are
thus regarded as expert listeners.

The experiment software was implemented in Pd,
with GUI and video playback realized in Gem9. Au-
ditory stimuli were pre-rendered in Matlab. We used
a standard laptop computer with 1920×1080 pixels
screen, running Debian Linux. Sound was presented
via AKG K272HD closed-back headphones which
were directly connected to the integrated Conexant
CX8200 audio codec.

The 260 stimuli were presented to the participants
without repetitions. Trial order was randomized be-
tween participants. Randomization was constructed
of 26 consecutive rows, each including all ten videos
in random order; with the restriction that the first
video of a row differs from the last video of the pre-
vious row. In a next step, for each video individually,
the 26 audio tracks were randomly distributed to
the 26 appearances of the video.

9Gem: http://gem.iem.at/
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Cluster A: high density
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Cluster B: low density

Figure 9.14.: Experiment results. Median plausibility of the 10 videos and their two main clusters, for all
26 combinations of spectral dynamics (ρ/β) and decay time T60 at 1 kHz, respectively. Values reach from
0 (very implausible) to 1 (very plausible). Values that are either significantly below 0.5 or significantly
above or equal to 0.5 (significance level 0.05) are marked by a dot.
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In each trial, the auditory-visual stimulus was
automatically played back once. Participants were
able to replay the stimulus in case of distraction.
They were asked to rate the audio track with re-
spect to its plausibility for the shown video. The
answer had to be given on a 5-point scale, ranging
from ‘very implausible’ (scale value 0) over ‘border-
line’ (0.5) to ‘very plausible’ (1). The in-between
values (0.25 and 0.75) had no label. To speed up
the experiment, the answer could already be given
before the end of the video. The next trial started
automatically, 0.6 s after giving the answer.

Prior to the experiment, participants had to read
a short summary of this procedure, including some
clarifications: (1) Sound comes from an unprofes-
sional microphone recording. (2) The task is not to
rate authenticity or to identify the original record-
ing. (3) The task is to quantify the plausibility
of different more or less plausible alternatives. (4)
Synonyms for the admittedly vague term ‘plausible’
are ‘natural’, ‘convincing’, and ‘realistic’. One trial
was randomly drawn from the whole population of
trials, to serve as demonstration of the experiment
interface before start. The whole experiment took
about 25 min.

9.2.3. Results
From the plausibility ratings, we obtained a fre-
quency (number of answers) for each of the five
scale values and for every stimulus. We are not able
to assign numbers to the plausibility ratings, as we
do not know the scaling of this abstract value—we
must even assume that the mental model of plausi-
bility is different for each participant. The obtained
values are therefore interpreted as purely ordinal
data.
A visual inspection of the frequencies for the

scale values of all 260 stimuli did not point out any
multimodal distributions; we therefore assume a uni-
modal distribution which validates the computation
of medians. These medians (between 0 and 1) are
shown in Fig. 9.14 for all combinations of spectral
dynamics and decay time, for the individual videos.

We consider stimuli as ‘acceptable’ if they reach
at least ‘borderline’ plausibility. This is the case,
when the median is at least 0.5. We tested each
median with a one-tailed sign test. For medians
below 0.5, we tested against the null hypothesis that
it is at least to 0.5. For medians above or equal to
0.5, we tested against the null hypothesis that it is
below or equal to 0.375. Those values where the
null hypothesis could be rejected at a significance

level of 0.05 are highlighted in Fig. 9.14.
It is clear from this data that the independent fac-

tors spectral dynamics, decay time, and video (i.e.,
object/material) affect the perceived plausibility. As
expected, higher values of ρ/β and T60 generally led
to lower plausibility. The control condition was al-
ways significantly above borderline plausibility. The
extreme values (top row and rightmost column) are
mostly below borderline plausibility. Some videos
formed very specific patterns in the 2D parameter
space of ρ/β and T60. The cardboard and plastic
objects achieved the lowest plausibility ratings. The
cardboard box was never significantly above border-
line plausibility, except in the control condition. For
the plastic objects, only small values of ρ/β and
T60 were accepted. The metal box achieved highest
plausibility ratings within the main diagonal, when
both parameters are increased together. For ce-
ramic, soil, and wood, only the decay prolongation
seems to have a significant effect on perceived plau-
sibility. The glass and metal objects were almost
always plausible, except for extreme values.

These observations led us to do a cluster analysis,
in order to validate how the individual results of the
videos group together. We performed a hierarchical
cluster analysis based on the pooled median values
for each video. Independent of distance metrics
(inner squared distance, farthest distance, short-
est distance) or data (medians, means, % answers
≥0.5), two main clusters are emerging very clearly.
Cluster A contains the four metal and glass objects,
while Cluster B includes wood, soil, cardboard, plas-
tic, and ceramics. The resulting median values of
these clusters are shown in the bottom right of
Fig. 9.14. For metal and glass, only the highest
value of spectral dynamics and decay, respectively, is
rated as implausible. The highest combination with
acceptable plausibility is ρ=25, β=1, T60 =0.84 s
(the extreme value of T60 =2 s is considered to be
too large, even if it is still rated with borderline
plausibility). Cluster B obviously incorporates the
same tendencies as the individual videos for wood,
ceramics, plastic, cardboard, and soil: low overall
plausibility, weak impact of spectral contrast, and
a preference for the diagonal. Highest acceptable
values are ρ=25, β=0, T60 =0.15 s.

9.2.4. Discussion
Some of the above results might allow us to draw
conclusions on the participant’s mental model of
plausibility in the context of the experiment. In
general, we consider sensory feedback as plausible
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if it is “conceptually consistent with what is known
to have occurred in the past” (Connell and Keane
2006).

The cluster analysis clearly divides the stimuli in
high-density materials (glass and metal) and low-
density materials (plastic, wood, ceramics, soil, and
cardboard). Such grouping into gross density cate-
gories has already been observed in other listening
experiments from the literature; people can hardly
discriminate materials within those groups (see Gior-
dano and McAdams 2006 and Sec. 2.2.1).

Within the high-density materials, the plausibility
of the metal table and glass bowl was almost unaf-
fected by ACE, as these exhibit anyway strong spec-
tral sharpness and long decay. Plausibility suffered
only if disturbing artifacts occurred with extreme
values of spectral dynamics (jumps between par-
tials) and long decay time (sharp partials transform
into band-pass noise). Interestingly, the glass bowl
was partly rated above borderline with the 2 s decay
prolongation, although it is clearly visible that it is
placed on its highly damping plastic cover. This
fact was easily ignored by the participants. The
metal box is actually a paper dispenser which is
included in two versions (filled and empty) in the
Greatest Hits dataset. We selected the empty one;
however, its inner structure and content is not com-
pletely visible, which might be an explanation for its
insensitivity to decay prolongation. In a physically
plausible scenario, this would also come together
with increased spectral dynamics.

Within the low-density materials, the plastic bot-
tle and cardboard box achieved exceptionally low
plausibility ratings. A possible explanation might be
the low frequency of the strongest resonance. For
the cardboard box, it lies at 72 Hz; the group delay
of the corresponding gammatone filter (fc=71 Hz)
is already 21.9 ms—unacceptable for plausible au-
ditory feedback. With increased spectral contrast,
this delay gets more salient. For the forest soil, it
is obvious that the participants could not find a
physical explanation for a long decay time above
0.1 s. However, the soil was insensitive to spectral
ACE, as even the original recording exhibits distinct
pitch at different positions.

An objective measure of spectral contrast can be
obtained via the entropy-based measure of spectral
flatness SF (Madhu 2009). Spectral contrast is
then SC =1−SF . Overall spectral contrast SC is
derived from N 50 %-overlapping Hann-windowed
signal blocks of 1024 samples. Spectral contrast
SCn of each block n is weighted with its energy

Figure 9.15.: Schematic drawing of the proposed
ACE hear-through system.

En, respectively:

SC = 1√
N

∑
n

√
EnSCn√∑
nEn

. (9.18)

Compared to the control condition with bypassed
ACE, measured spectral contrast increases mono-
tonically for increasing ρ and β (averaged over video
and decay; from 51 % to 87 %) as well as for increas-
ing T60 (averaged over video and spectral dynamics;
from 38 % to 107 %). While maintaining at least
borderline median plausibility (significantly ≥0.5),
the average spectral contrast is enhanced by 49 %
for cluster A and 26 % for cluster B. This confirms
that auditory contrast can be plausibly enhanced by
the proposed ACE method.

9.3. The ACE hear-through
system

The technical setup of the ACE hear-through sys-
tem is based on earphones with integrated binaural
microphones, as illustrated in Fig. 9.15. We use the
Roland CS-10EM microphone/earphone combina-
tion. In principle, the software runs on any standard
laptop; however, due to the demands on latency, a
workstation PC with RME HDSPe MADI FX audio
interface is used for the first prototype. ACE is
implemented in SuperCollider under Debian Linux.
Measured round-trip latency of this setup, from the
loudspeaker of one earpiece to its integrated micro-
phone, is 3.6 ms (at 48 kHz sampling rate). This
seems to be sufficient; less than 10 ms is usually

200



9.4. Conclusions and outlook

recommended for auditory-tactile environments as
well as for hearing aids (Altinsoy 2012; Bramsløw
2010). Open canal hearing aids, however, require
even lower latency below 5 ms (Herbig and Chalup-
per 2010).
The system does not alter inter-aural time dif-

ferences, but inter-aural level differences might be
altered quite unpredictable, if both channels are
processed individually. As localization is anyway
bad with such hear-through systems (Marentakis
and Liepins 2014), we decided to sum both micro-
phone signals to a monophonic signal before being
processed through the algorithm for real-time in-
tra-stimulus ACE. The final envelopes, however, are
then applied to the original binaural signal for left
and right ear individually for preserving the original
inter-aural time and level differences.
We build upon the gammatone filter design by

Hohmann (Hohmann 2002); its SuperCollider im-
plementation10 has been adapted to output real and
imaginary part of the signal. The ACE hear-through
system provides a reduced GUI which should be
sufficient for most tasks. However, expert users are
always able to switch to an extended GUI which
allows tuning of all the described parameters of
spectral and temporal ACE.

Demonstration videos with different materials are
available in Source 9.2.r

9.4. Conclusions and outlook
We presented a hear-through system for intra-stim-
ulus auditory contrast enhancement. It is intended
to be used wherever auditory feedback is part of a
knowledge-making process. Two main parameters
control spectral sharpening and spectral dynamics
expansion, and decay prolongation. Both param-
eters have a positive effect on measured spectral
contrast. Perceptual plausibility of the resulting
sounds was measured in an experiment with au-
ditory-visual stimuli. For all except one of the 10
tested sounding objects, measured auditory contrast
could be increased while maintaining the amount
of plausibility that is necessary for a natural user
interface. Besides the rather technical applications
mentioned in the introduction, we see great po-
tential also in sound cartoonification and sound
transformations for artistic or musical purpose.

Future work might include a user study, where the
ACE hear-through system is evaluated in a real-time
10gammatone UGen in AuditoryModeling UGens in SC3 Plu-

gins: https://github.com/supercollider/sc3-plugins

Figure 9.16.: Mobile ACE based on Bela.

scenario that simulates its primary target applica-
tion: percussion. It is further planned to optimize
the implementation so that it runs on mobile devices
such as the Bela platform (see Fig. 9.16), or maybe
even as a smartphone app. A fusion with the pow-
erful non-real-time methods for inter-stimulus ACE
(Hermann and Weger 2019) into a single mobile
artifact would create a versatile tool for interactive
sound exploration.

The source code of the ACE hear-through system
is published as free software (Source 9.3). /
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10. General conclusions and outlook
The primary goal of this dissertation was to find
ways for projecting digital information into our phys-
ical world by the use of sound—under the condition
that no further sound events are added to the every-
day acoustic environment. This rather strict premise
stays in conflict with traditional methods of sonifi-
cation and obliges us to modulate already existing
sounds for conveying additional information— this
is what we call auditory augmentation (in the strict
sense). In the more loose sense, not only physical
objects but also user actions may be augmented
by sound. In either way, we argued that the audi-
tory augmentation needs to stay within the limits
of plausibility for the given physical interaction, in
order to get accepted by possible users. Further-
more, we decided that the augmentation must not
deteriorate the usability of the original physical ob-
ject. The latter condition was rather easy to fulfill:
if the augmented auditory feedback (1) still conveys
the usability-relevant information and (2) does not
disturb other activities (e.g., by masking relevant
auditory feedback), then we assume it to be usable.
For plausibility, it is more complicated: we still do
not know the limits of plausibility. Most of the
auditory augmentations that have been presented
in this thesis (except some prototypes in Sec. 7.3)
successfully circumnavigated this problem by choos-
ing physically plausible parameters in the first place
(e.g., material, size, aspect ratio, room reverbera-
tion time, etc.), and by modulating these within
ecologically valid ranges.

Based on the results of an interdisciplinary work-
shop on auditory augmentation (SBE4, Ch. 7), we
were able to draw conclusions on the prospects and
limits of auditory augmentations in general. Au-
ditory augmentations are structured around three
main components: the physical object, the task of
the user, and the sound (i.e., auditory feedback).
The type of auditory augmentation is defined by
the connection between these components. Task-
centered auditory augmentations are based around
a main task which generates data that is displayed
by sound. In sound-centered auditory augmenta-
tions, the task generates auditory feedback that
is modulated by the data. Data-centered auditory
augmentations start with data that are displayed by

sound which is finally modulated by the task. In
summary, auditory augmentation requires a primary
task (not data exploration) that is not disturbed by
the augmentation. In return, it adds a secondary
monitoring or data exploration task. Furthermore,
auditory augmentation favors a tight connection
between an action and the resulting sound as well
as a metaphor which links the sound to the physical
state of the object. Finally, auditory augmentation
works best if it is coupled to data which depend on
time; likewise it cannot be consumed passively at a
glance, but requires active participation by the user
for a certain duration.

The main sonification platform described within
this thesis is AltAR/table (Ch. 4): an auditory aug-
mentation of a rectangular plate that simulates the
sonic behavior of any other rectangular and isotropic
or orthotropic plate by setting physical parameters.
Users can map different physical models to different
regions of the interface plate, while the borders be-
tween regions as well as the model parameters may
be modulated in real time, e.g., by external data, for
providing an auditory display of digital information.
The display is calm and unobtrusive (no additional
sound events are added), conveys its underlying in-
formation ambiently in the background, e.g., while
writing or placing objects, and is always at hand
if required: by knocking on the table. For hiding
the technical apparatus from the user, sensors and
actuators are mounted below the interface plate.
For using the same plate as contact microphones
and structure-borne exciters, several methods of
feedback prevention, subtraction, and suppression
had to be applied. While position tracking is not
considered as an essential feature for a final product,
hand damping, e.g., through weight sensors, was
found to be an indispensable feature for providing
a natural user experience.

The second sonification platform is the aug-
mented room. In Ch. 7 we concluded that a room
can indeed be seen as an object for plausible auditory
augmentation. While its reverberation affects all
sounds that reach it, we are quite good at separat-
ing it from the original sound event (Koumura and
Furukawa 2017). In Sec. 8.2 and 8.3, we showed
that variable room acoustics can serve as a plausible,
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10. General conclusions and outlook

calm, and salient communication channel for data
monitoring, even while pursuing everyday activities
such as preparing coffee or listening to the radio.
Technically, all sound within the room is captured
by microphones, filtered by artificial reverberation,
and played back by loudspeakers.

Both platforms (room and table) draw on a physi-
cal sound model to synthesize natural and physically
plausible auditory feedback. While readily available
tools have been applied for virtual room acoustics
(Sec. 8.3.2.2), a custom physical model was imple-
mented for the rectangular plate of the table (Ch. 3).
Instead of simulating the physical system directly,
e.g., via digital waveguides, a modal synthesis ap-
proach was used. The therefore computed inter-
mediate sound parameters which characterize the
modes were additionally used for informed feedback
suppression. The model covers any thin rectangular
plate of orthotropic or isotropic material, and with
any combination of three boundary conditions (free,
hinged, clamped). It includes different forms of
damping (viscous, viscoelastic, and thermoelastic),
indentation hardness of the plate surface, and fre-
quency-dependent radiation efficiency. The physical
model not only serves as sound synthesis engine,
but also allows a deeper understanding of how phys-
ical information is encoded into sound, i.e., how
physical parameters map to sound parameters.
In the opposite direction, the physical model al-

lows us to draw conclusions on how physical param-
eters can be decoded from auditory feedback. In
theory, the inverse of the physical model perfectly
describes this relationship. In practice, however, the
inverse model represents an underdetermined sys-
tem: the same sound may be achieved by different
combinations of physical parameters. We developed
a novel algorithm for automated identification of
length, width, and material of rectangular plates,
based on impact sounds (Sec. 5.1). Length, width,
and material category of unknown plates could be
estimated with high precision, provided that the
damping is sufficiently low. Some parameters such
as thickness, elasticity, and density, however, were
ambiguous due to underdetermination. We there-
fore proposed a Bayesian interpretation of the re-
sults. It incorporates additional information such as
context or physical limitations for assigning probabil-
ities to all combinations of the ambiguous physical
parameters. This algorithm for model-based robotic
perception might be useful in practical applications
such as non-destructive inspection or handling of
hazardous waste. In addition, it helps us to under-
stand how physical information is extracted from

sound by human listeners.
The perception of physical parameters of

rectangular plates by human listeners was evaluated
in two experiments.
In a multisensory experiment (Sec. 5.2), partici-
pants explored the sound of unknown rectangular
plates via percussion on a simulator based on
the AltAR/table platform. They were asked to
estimate lengths and aspect ratios in reliance on
auditory feedback. From a sonification designer’s
perspective, it is convenient to demand a certain
probability of superiority Ps, concerning the
discrimination between parameter levels.
At Ps = 90 %, the participants achieved 2 dis-
criminable levels of aspect ratio (independent
of the plate’s material), and between 2 and 3
discriminable levels of length (for plates of glass
and wood, respectively). When both parameter
dimensions were unknown (i.e., in a 2D auditory
display), the identification performance was slightly
inferior due to confusion between plates of equal
surface area (e.g., small and compact vs. larger and
longish).
In a listening experiment (Sec. 5.3), participants
had to identify material and aspect ratio of rectan-
gular plates. The presented impact sounds were
synthesized on the basis of three meta-parameters:
rigidity, metallicity, and aspect ratio. In absolute
judgments (comparable to a 3D auditory display),
participants were able to discriminate between 2
levels of rigidity and metallicity, respectively, at
Ps = 75 %, but could hardly discriminate between
aspect ratios.

Both augmented table and augmented room ex-
pect absolute magnitude estimations of sound pa-
rameters such as frequencies, amplitudes, decay
times, etc. Except some individuals with abso-
lute pitch perception, humans are generally bad
at this task. Notwithstanding our exceptional ca-
pabilities concerning relative judgments, absolute
judgments are limited to a maximum of about 7
levels— independent of the specific sensory chan-
nel (Miller 1956). Perception-wise, the strongest
limiting factor for auditory displays that demand
magnitude estimation is thus the capacity of our
short-term memory. With the augmented room
(RadioReverb experiment in Sec. 8.3) we appar-
ently reached this limit, even in a background task
scenario. Fortunately, the limit can be exceeded
by adding further dimensions (Pollack and Ficks
1954). Unfortunately, this research line is relatively
unknown within the sonification community; and

206



even within this thesis we only discovered it after
carrying out our experiments. AltAR/table therefore
did not even reach the “magical number seven” due
to one major problem: the individual parameter di-
mensions were (sonically) not entirely independent.
Participants therefore could not evaluate the re-
spective sound parameters independently, but were
forced to memorize individual parameter combina-
tions within their short-term memory. Now that we
know the possible solution, we would try to design
auditory augmentations with higher dimensionality
and higher orthogonality between dimensions; at
the cost of perceptual resolution within dimensions,
if necessary.

While we focused more on magnitude estimation
when evaluating auditory augmentations, we did
not explicitly consider the two main strengths of
our auditory system: relative judgments and high
temporal resolution. This focus comes from the
premise of plausible auditory augmentation: it may
be acceptable if a physical object morphs slowly
(within minutes) into another material, but it seems
entirely implausible if the material oscillates (within
milliseconds) between materials. The latter case
was rejected beforehand, as it would shift our fo-
cus from ecologically valid physical parameters to
arbitrary sound parameters. While perceptual pa-
rameters such as roughness would be more salient,
it might be difficult to integrate them into physically
plausible auditory feedback. A central idea was that
we are already accustomed to natural interaction
sounds: we assumed that it would require less train-
ing for understanding physically plausible auditory
displays than implausible ones that are tuned to max-
imum saliency. The latter, however, are regarded as
the first choice in a professional environment such
as medical applications where plausibility is only
secondary. Another assumption was that we are
able to absolutely identify specific physical proper-
ties such as material, based on our knowledge from
everyday life. This assumption was partly confirmed
by the relatively good discrimination performance
between non-metals and metals (Sec. 5.3.4.2). Nev-
ertheless, we could observe the same difficulties that
have been reported by the literature (Sec. 2.2.1):
near perfect discrimination between gross density
categories (e.g., wood vs. metal), but poor discrimi-
nation within these categories (e.g., glass vs. metal).

A secondary goal of this dissertation was to find
ways for enhancing the information that is already
encoded in everyday auditory feedback. This was
achieved by several types of auditory contrast en-

hancement (ACE, Ch. 9)—especially spectral con-
trast enhancement (Sec. 9.1.1). Spectral contrast
enhancement transfers the concepts of edge detec-
tion and visual contrast from image processing to
spectral manipulations of sound. While these two
approaches are anyway performed already by our
auditory system (via lateral inhibition and contrast
gain control, respectively), the algorithm allows
more extreme settings, serving as “auditory magni-
fying glass”. In order to give listeners more time to
perceive short impact sounds, ACE allows to prolon-
gate the exponential decay of natural impact sounds
while drawing only on their inherent signal content.
In general, we differentiate between intra-stimulus
ACE (i.e., making intrinsic features of a sound more
prominent) and inter-stimulus ACE (i.e., making
differences between two sets of sounds more promi-
nent). Under certain circumstances, e.g., when
unique features of individual sounds are masked by
other sound components, the presented algorithm
for intra-stimulus ACE likewise enhances inter-stim-
ulus contrast.

ACE has been evaluated based on auditory-visual
recordings of everyday objects being struck by a
drumstick (Sec. 9.2). For materials of high den-
sity, we achieved an increase of measured spectral
contrast by 49 % while staying within the range of
acceptable plausibility between audition and vision.
For low-density materials, the gain in measured spec-
tral contrast was still 26 %. In some situations, ACE
might even be useful as a general purpose effect at
the end of the signal chain for tuning or mastering
arbitrary sonifications. Likewise, besides shaping
the sound for enhanced perceptibility, ACE might
be directed even to more artistic applications for
achieving cartoonifications of sounds through the
parallel combination of spectral sharpening (edge
detection) and spectral dynamics expansion (con-
trast).

The real-time implementation of ACE in form of a
hear-through system (similar to a closed-canal hear-
ing aid) seems promising, although its experimental
evaluation is still pending (Sec. 9.3). The working
prototype is based on earphones with integrated bin-
aural microphones and targets mobile applications
where exploratory listening is performed. However,
it still requires a heavy computer for achieving an
acceptable round-trip latency below 10 ms.1
With CardioScope (Sec. 8.4), we showed that

even well-established tools for medical diagnosis can
1A computationally more efficient port to microcomputers
such as BeagleBone (via Bela or Raspberry Pi, imple-
mented in C/C++, is currently in the making.
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benefit from auditory contrast enhancement. Car-
dioScope is an augmented stethoscope that makes
specific temporal regions of interest within the car-
diac cycle more salient, with the help of data ac-
quired from the electrocardiogram (ECG). It can
be regarded as a special case of real-time ACE,
where the sound is shaped with respect to a second
information channel that is processed in parallel.

The plausibility of auditory feedback constituted
a central research topic of this thesis. It is a pity
that we still lack a proper theory that might predict
the plausibility of sound with respect to a given phys-
ical action and context. Nevertheless, we already
developed a tool for exploring it. Schrödinger’s box
(Ch. 6) is a shiny black cube with one single affor-
dance: striking it with a small mallet. The resulting
augmented auditory feedback is created by battery-
powered electronics that are hidden inside. Novel
methods for real-time onset detection and sound
playback allow the exceptionally low round-trip la-
tency far below 5 ms. The original and synthetic
auditory feedback thus fuse to a single sound ob-
ject for achieving plausible auditory feedback. The
sound synthesis draws on recorded samples and cov-
ers a large timbre space reaching from perfectly
plausible to obviously implausible auditory feedback.
In future experiments, it is planned to explore the
limits of plausibility for the given task and object
(striking an unknown black box), and to derive a
theoretical model for predicting the plausibility of
auditory feedback, based on closely related concepts
such as the plausibility analysis model (PAM) by
Connell and Keane (2006) or the causal certainty
measure by Ballas and Sliwinski (1986). In addition
to the original intention, Schrödinger’s box turns out
to be a great platform for teaching and prototyping
interactive sonifications or sonic interactions.2
None of the questions or problems that were

raised within this thesis have been completely an-
swered or ultimately solved. It seems that an even
larger number of newly unsolved questions has been
added. The research field of auditory augmentation
proved to be way larger than what could be covered
within the scope of this thesis. This underlines the
relevancy of the topic, not only concerning this work,
but also further research to come. While none of
the presented sonifications describes a final product,
the gathered experience and even the mistakes that
2If falling back to two channels instead of four, and loud-
speakers instead of exciters, it can be constructed with
less effort and from less expensive components. For
integration into smaller physical objects, a port to micro-
controllers, e.g., via CircuitPython, is considered.

have been made may form the basis of more sophis-
ticated auditory augmentations or even practical
applications in the future. For further reading, the
articles that formed the foundation this dissertation
or emerged from it are listed in the end on p. 223.
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A. Appendix to the physical model
The computations of approximate characteristic beam functions and frequency factors of rectangular thin
plates are based on the equations provided by Warburton (1954).

A.1. Approximate characteristic beam functions
hinged [hh] If hinged on both ends, the characteristic beam function is

θhhm = sin
(

(m− 1)π x
lx

)
, (A.1)

for m = {2, 3, 4, ...}, where m is the number of nodal lines, and x/lx is the normalized spatial position
on the beam. In m, also possible nodes on hinged or clamped edges of the plate are counted, as well as
the one in the center for the rotation-only mode that occurs with free edges.

clamped/clamped [cc] If clamped on both ends, the characteristic beam function is

θccm(x) =
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(
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x
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+ k+
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, for m = {2, 4, 6, ...}
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, for m = {3, 5, 7, ...}

(A.2)

with

k+
1 [n] =

sin
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)
sinh

(
γ1[n]

2

) , (A.3)

k−2 [n] = −
sin
(
γ2[n]

2

)
sinh

(
γ2[n]

2

) , (A.4)

and γ1 and γ2 being the zeros of the equations

tan
(

1
2γ1

)
+ tanh

(
1
2γ1

)
= 0 and (A.5)

tan
(

1
2γ2

)
− tanh

(
1
2γ2

)
= 0 . (A.6)

free/free [ff] For free boundary on both ends, the characteristic beam functions is

θffm(x) =


1 , for m = 0
1− 2 x

lx
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− 1

2
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+ k−1 [m2 ] cosh
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− 1

2

))
, for m = {2, 4, 6, ...}
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− 1
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, for m = {3, 5, 7, ...}

(A.7)
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with

k−1 [n] = −
sin
(
γ1[n]

2

)
sinh

(
γ1[n]

2

) , (A.8)

k+
2 [n] =

sin
(
γ2[n]

2

)
sinh

(
γ2[n]

2

) , (A.9)

and γ1 and γ2 being the zeros of Eq. A.5-A.6.

clamped/free [cf] and [fc] For a cantilever beam that is clamped on one end and free on the other
end, the characteristic beam function is

θcfm(x) = cos
(
γ3[n] x

lx

)
− cosh

(
γ3[n] x

lx

)
− k3[n]

(
sin
(
γ3[n] x

lx

)
− sinh

(
γ3[n] x

lx

))
, (A.10)

for m = {1, 2, 3, ...}, with

k3[n] = sin (γ3[n])− sinh (γ3[n])
cos (γ3[n])− cosh (γ3[n]) , (A.11)

and γ3 being the zeros of the equation

cos (γ3) cosh (γ3) = −1 . (A.12)

The reverse beam [fc] is then

θfcm(x) = θcfm(1− x

lx
) . (A.13)

clamped/hinged [ch] and [hc] If clamped on one end and hinged on the other end, the characteristic
beam function is

θchm(x) = sin
(
γ2[m− 1] x2lx

)
+ k−2 [m− 1] sinh

(
γ2[m− 1] x2lx

)
, for m = {2, 3, 4, ...} (A.14)

with k−2 from Eq. A.4 and γ2 being the zeros of Eq. A.6. The reverse beam [hc] is then

θhcm(x) = θchm(1− x

lx
) . (A.15)

free/hinged [fh] and [hf] If free on one end and hinged on the other end, the characteristic beam
function is

θfhm(x) =


1− x

lx
, for m = 1

sin
(
γ1[m− 1]

(
x

2lx −
1
2

))
+ k−1 [m− 1] sinh

(
γ1[m− 1]

(
x

2lx −
1
2

))
,

for m = {2, 3, 4, ...}
(A.16)

with k−1 from Eq. A.8 and γ1 being the zeros of Eq. A.5. The reverse beam [hf] is then

θhfm(x) = θfhm(1− x

lx
) . (A.17)
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A.2. Approximate frequency factors of rectangular thin plates

Pre-computations Equations A.5, A.6, and A.12 are solved numerically in Matlab. A pre-computation
of 100 zeros of each equation is enough to render at least 100 modes in 1D (bar) or 10 000 modes in 2D
(plate).

The mode shapes are pre-computed for normalized length lx=1 m and width ly=1 m, a default aspect
ratio of ra =2, and a spatial resolution of 30 points per nodal line. In case of in total 512 modes (M=32
modes in x-direction and N=16 modes in y-direction), this results in a spatial grid of 960×480 points.

A.2. Approximate frequency factors of rectangular thin plates
hinged/hinged [hh]

G = n , H = J = n2 , for n ≥ 2 (A.18)

clamped/clamped [cc]

G =
{

1.506 , for n = 2
n− 0.5 , for n > 2

(A.19)

H = J =
{

1.248 , for n = 2
(n− 0.5)2 ·

(
1− 2

(n−0.5)π

)
, for n ≥ 3

(A.20)

free/free [ff]

G =


0 , for n = {0, 1}
1.506 , for n = 2
n− 0.5 , for n > 2

(A.21)

H =


0 , for n = {0, 1}
1.248 , for n = 2
(n− 0.5)2 ·

(
1− 2

(n−0.5)π

)
, for n ≥ 3

(A.22)

J =


0 , for n = {0, 1}
1.248 , for n = 2
(n− 0.5)2 ·

(
1− 6

(n−0.5)π

)
, for n ≥ 3

(A.23)

clamped/free [cf] or [fc]

G =


0.579 , for n = 1
1.494 , for n = 2
n− 0.5 , for n > 2

(A.24)

H =


−0.0870 , for n = 1
1.347 , for n = 2
(n− 0.5)2 ·

(
1− 2

(n−0.5)π

)
, for n ≥ 3

(A.25)

J =


0.471 , for n = 1
3.284 , for n = 2
(n− 0.5)2 ·

(
1− 2

(n−0.5)π

)
, for n ≥ 3

(A.26)

211



A. Appendix to the physical model

clamped/hinged [ch] or [hc]

G = n− 0.75 , H = J = (n− 0.5)2 ·
(

1− 2
(n− 0.5)π

)
, for n ≥ 2 (A.27)

free/hinged [fh] or [hf]

G =
{

0 , for n = 1
n− 0.75 , for n > 1

(A.28)

H =
{

0 , for n = 1
(n− 0.75)2 ·

(
1− 1

(n−0.75)π

)
, for n ≥ 2

(A.29)

J =
{ 3
π2 , for n = 1
(n− 0.75)2 ·

(
1− 3

(n−0.75)π

)
, for n ≥ 2

(A.30)
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