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Abstract

In literature, several proposals can be found on how to ggitk or resynthesize sound
fields. In general, there are two main strategies. Globalagmhes, like Wave Field Synthesis
or Ambisonics, have been derived from physical equivalantsaim to reproduce a sound field
within a whole area. Local approaches on the other hand,esmigrkd to reproduce the sound
field at the position of a user only, as for example with bimhsignals via headphones.

The inherent goal of this work is to elaborate possible impnoents for air traffic control
communication conditions. In order to free air traffic coflgrs from the demanding usage of
headphones, a loudspeaker-array based applicationesluged. The array produces binaural
signals at the ears of the user to provide spatialized adtiberefore is a local approach of
sound-source reproduction, that, however, suffers fromamted cross talk from one binaural
channel to the contralateral ear.

Different beamforming methods are investigated under $ipeet of focusing quality, room
excitation, dynamic adaptation and their contribution moeffective transaural rendering. It
is a weighted Delay & Sum Beamformer, a Least Squares Beamfpaniddaximum Energy
Difference Beamformer and a Minimum Variance Distortiosl&esponse Beamformer. The
first method proved to be very feasible for its facile implea¢ion. Although its principle is
very simple, its results are comparable to the other methuatsuse optimization algorithms
for the sound-field manipulation.

Finally, a cross talk cancellation solution for a loudspadkrray and a binaural signal is
deduced and the functionality of the overall system is umileed with measurements results.



Kurzfassung

In der Literatur gibt es zahlreiche Agitze und Vorsclélge fir die Synthese und Resynthese
von Schallfeldern. Dabei lassen sich péinewei unterschiedliche Strategien unterscheiden.
Globale Angitze, wie Ambisonics oder die Wellenfeld Synthese, streliReproduktion eines
Schallfeldes in einem gfieren Areal an. Lokale Anwendungen hingegen zielen dataudas
Schallfeld an der definierten Position eingbrdrin zu steuern. Dazu gétt beispielsweise die
Wiedergabe binauraler Signale mit Kopflern.

Die Motivation dieser Arbeit war, Verbesserungsgtichkeiten fir die akustische Kommu-
nikationsschnittstelle von Fluglotsinnen zu erarbeitédm Fluglotsinnen vom anstrengenden,
weil dauerhaftem, Gebrauch von Kopfiern zu befreien, wird die Verwendung eines Laut-
sprecher Arrays vorgeschlagen. Der Lautsprecher Arrdpsurale, und damit spatialisierte,
Signale an den Ohren der Nutzerin erzeugen. Es handelt sgttath um einen lokalen Ansatz
zur Schallfeldreproduktion, der jedoch das Problemdiesrsprechens von einem binauralen
Kanal zum kontralateralen Ohr mit sich bringt.

In dieser Arbeit werden verschiedene Methoden zur Sclhdlid@zentration untersucht. Die
Methoden werden in Bezug auf ihre Fokussierungsdualitre Raumanregung, ihre dynami-
sche Steuerbarkeit und auf die Vorbedingung@neine korrekte transaurale Wiedergabe ver-
glichen. Im Speziellen werden ein gewichteter Delay & SumrBeamer, ein Least Squares
Beamformer, ein Maximum Energy Difference Beamformer undMimimum Variance Dis-
tortionless Response Beamformer verglichen. Im Vergleielt sich heraus, dass der Delay &
Sum Beamformer, dank seiner einfachen Implementierudigbamkeit, am geeignetsteiirfei-
ne dynamische Echtzeitanwendung ist. Obwohl dem Delay & Baamformer, im Gegensatz
zu allen anderen Beamforming Aitgen, kein Optimierungsalgorithmus zur Schallfeldpiedu
tion unterliegt, sind seine Ergebnisse durchaus mit deeeanderen Beamforming Methoden
vergleichbar.

Schlussendlich wird einBlbersprechkompensation$4$ung fir einen Lautsprecher Array
und ein Binauralsignal hergeleitet und die Funktio@lder Anwendung wird durch Messer-
gebnisse gestzt.
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Notation

Throughout this thesis bold lowercase letterare meant to be vectors, bold uppercase letters
X matrices and italic letters refer to scalar valuesX” denotes matrix transpositioiX
complex conjugate transposition aXKd conjugation, only.

In this thesis, following physical symbols appear:

imaginary numbej = /—1

J

f [Hz] frequency

w  [1/8] radial frequencw = 27 f
A [m] wave length

c [m/s] speed of sound

k [1/m] wavenumbek = <

v [mls] sound particle velocity
P [Pa] sound pressure

p  [kg/m®] density

P, [W] acoustic power

I [W/m?] sound intensity

And the following abbreviations are used:

WDSB  Weighted Delay & Sum Beamformer

LSB Least Squares Beamformer

MVDRB Minimum Variance Distortionless Response Beamformer
MEDB Maximum Energy Difference Beamformer

WNG White Noise Gain

SVD Singular Value Decomposition

XTC Cross Talk Cancellation

HRTF Head Related Transfer Function

viii



Chapter 1

Introduction

1.1 Motivation

This thesis is the result of investigations that were ih#exd by a project supported in part by the
'Eurocontrol Research Grant’. The goal of the project is teeltgp an advanced communication
setup for air traffic controllers. The improvements prirtyashould contain:

» A head set free communication setup, to free the air tradintrollers from the demanding
usage of headphones.

A fully spatialized sound to allow for an acoustically disution of the communication
partners.

It has to be considered that some dozens controllers worllineously in air traffic control
(ATC) centers. That rises some problems, especially for teegdoint. If loudspeakers should
be used instead of headphones, the sound excitation of dme mons the risk to be more an-
noying than the usage of head sets. The strategy is thetefpreduce a focused sound that is
always steered to the position of the user. As the user moithgwa certain area, the steering
has to be dynamic and adaptive. A video system is suggesteattothe position and rotation
of the user.

The preconditions in air traffic control deliver two relevaesign criteria:
1. The bandwidth in air traffic control reaches from 300 to@B@.
2. The system should be desktop integrable and procesdioig ef.

Out of these criteria, the array properties (like shapes aizd number of loudspeakers) and
the sound focusing method have to be deduced. A desktopatéejcommunication setup is
suggested in Fig. 1.1.
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loudspeaker array

microphone’l'array

tracking
camera

Figure 1.1: The loudspeaker- and microphone array as well as the the camera twethe
tracking can be mounted over the air traffic control screen in order to gield
compact system without any head worn hardware.

Fig. 1.2 shows the block diagram of the final system. Sountiagation is accomplished
through binaural signals, which are rendered in the bi&umdbisonics system. The 2-channel
binaural signals are applied to a cross-talk canceler bef@y are led to the beamforming stage
that produces a focused sound field.

{Nxs(t,?)

Binaural
Ambisonics

v v

Cross talk Tracking
cancellation data
v v
Near field
delay & sum ||
beamformer

Figure 1.2: Arbitrary many sound sources can be rendered to a 2-channel &liségmal.
The binaural signal runs through a cross-talk cancellation filter béfréed
to the beamformer. All processing stages need to know the position and the
orientation of the user.

Both terms beamformingandbinaural signalare explained in the following sections. The
binaural Ambisonics system is not in the scope of this thasig is described by Noisternig
et al. [2003].



1.2. Introduction to the Technique of Beamforming 3

1.2 Introduction to the Technique of Beamforming

Beamforming has been used since the late 1970s as spatiahfitensor technologies. A first

overview was given by Veen and Buckley [1988]. An array of senfias been used to filter
electromagnetic or sonic waves from a certain directiorseiferal sensors are in a line in the
direction of the incident wave with an interelementaryatiste of a multiple of the wavelength,

the arriving wave is in phase on every sensor. Thus, the Isigmebe amplified by constructive

addition. In telecommunications, this principle is calgdart antenna (see Fig. 1.3).

smart antenna

Figure 1.3: The concept of smart antennas: An array of sensors samples a wthe in
distance of a wavelength.

An extensive collection of beamforming methods for micropé arrays is given by Brand-
stein and Ward [2001]. Due to the tight relation to loudsgealrays, these methods can also
be applied to calculate the driving function of loudspeakerproduce a steered sound.

In this thesis, the Weighted Delay & Sum Beamformer, the L8gsiares Beamformer, the
Maximum Energy Difference Beamformer and the Minimum VaceaDistortionless Response
Beamformer are examined. The first is the physical straighfiocd method. It emphasizes the
waves for a certain direction by simple constructive supsitppn without frequency dependent
filtering. All other examined beamforming methods are skedasuper-directive beamformers;
meaning that they achieve a higher directivity than the &nielay & Sum Beamformer by
additional filtering in the frequency domain.

If a sound pressure concentration in a certain point is dégsilike it is the case in this
thesis, there exists another straight physical methodh@ae a super-resolution. This method
is called Time Reversal Mirror and it makes use of room refbesti In Yon et al. [2003], the
principle of the Time Reversal Mirror is explained using aemderating cavity that, in a first
step, is closed by an array of microphones like it is shownign E.4. At some point in this
cavity a pulse is emitted. If the impulse responses recdogi¢de microphones are played back
time-inverted, the sound propagates back and focuses on the initial emiitet.

"Whereby the microphones are replaced by loudspeakers vetitioél spatial properties. (l.e. the spatial
sensitivity of the microphones corresponds with the spediiation pattern of the loudspeakers.)
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reception transm ssion

Figure 1.4: The reverberating cavity is closed by microphones in a first step. The mi-
crophones record a direct pulse with all its reflections. In a secondtsiep
cavity is close with loudspeakeérthat play back the microphone signals time
reversed. The reflections and the direct pulse gather in the originedesou
point where they cause a super resolution. (Adapted from Yon etCil3]2

Fig. 1.5 shows a schematic impulse response with a direcéfn@av and three discrete
reflections. On the one hand, these reflections appear achos; when played back time-
inverted. On the other hand, after having run through thectfin paths agaif,they are
also constructively added with the directional part. Tleisuits in a main impulse that is even
stronger than the original first wavefront. An adaptive egsthat is able to follow a moving
user needs to know all the impulse responses of the area ohwhe user can move. To cover
one square meter only, approximately 210 impulse respomnea&l have to be determingd
which makes the Time Reversal Mirror impractical for a dynamiplementation.

impulse response h(n)

151 direct wavefront

¥
1 .
05k T T reflections
0 oo O ? S @ ! ! !
0 5 10 15 20 25
time inverted implulse response h(-n)
151
1 Q
0.5F T
PR JUR SUUUN BN
0 5 10 15 20 25
convolution of the impulse response with the time inverted impulse response
15r O<Csuper resolution
l |-
re—echos
osf| P ja
0 Q CF Q 29 a0 Q ? 0
0 5 10 15 20 25

Figure 1.5: The upper figure schematizes the impulse response of one microphone and
the middle figure displays its time inverted version. In acoustics, source and
sink can be replaced Thus, the impulse response also counts for the path
from the loudspeakers back to the original emitting point. If the time inverted
impulse is sent backthe reflections and the direct part superpose to a super-
resolution impulse (lower figure). However, with the cost of pre-ectassed
by the time inverted signal.

2].e. a convolution with the original impulse response.
3The minimal spatial resolution will be a topic of Section.2.1
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1.3 Introduction to the Technique of Transaural Stereo

1.3.1 Binaural Signals

Humans with normal hearing abilities can estimate the fwsibf sound sources due to dif-
ferences between the right ear signal and the left ear sigras$ pair of ear signals is called
binaural signal. Binaural signals and their influence oniaphtaring were investigated by
Blauert [1999]. The most relevant differences between tegg®ls are the interaural time dif-
ference (ITD) and the interaural intensity difference @)DAdditional coloration is caused by
reflections from the shoulders and the pinna. All these @iffees are integrative parts of the
Head Related Transfer Functions (HRTFs). Such a pair of HRF &spicted in Fig. 1.6.

HRIRs for 90° azimut

HRTFs for 90° azimut

0.2
| 0
: o -0.2
25 left HRTF RN left HRIR
-30f — — — right HRTF ‘Il N Kl i -0.4 — — —right HRIR
/ |
10° 10" 02 04 06 08 1
Hz ms
(a) Deep frequencies are diffracted around (b) In the time domain the ITD can be ob-
the head. That is why the IID is not served. An impulse from the left ar-
that high for low frequencies. rives much sooner at the left ear.

Figure 1.6: Head Related Transfer Functions (HRTFs) and Head Related Impulse Re-
sponse (HRIR) for 90° azimuth and 0° elevation.

As HRTFs depend on the shape of the ear and the torso geortietyyexhibit a unique
profile for every human. Still, a good average HRTF can beexelui with measurements on
dummy heads. The measurement of HRTFs is well described ifeMet al. [1995], while
Algazi et al. [2001] investigated the capabilities of madgIHRTFs analytically.

HRTFs can be used to spatialize sound. If a mono source ib@a/with a pair of HRTFs,
the resulting binaural signal evokes a spatial impresdi@ach channel is led directly to the
ears. The most common way to perceive binaural signals s\tauheadphones. If binaural
signals are wanted to be played back via loudspeakers,¢heitpie of transaural stereo has to
be applied.



1.3. Introduction to the Technique of Transaural Stereo 6

1.3.2 Transaural Stereo

The playback of binaural signals via loudspeakers causes\aanted cross talk from the left
binaural signal to the right ear and vice versa. With the Kedge of the HRTFs from the
loudspeakers to the ears, these cross-talk paths can beatd. A first filter solution for
cross-talk cancellation (XTC) was derived by Atal and Scerd1963]. Bauck and Cooper
[1996] showed XTC solutions for various constellationsafdspeakers, listeners and binaural
signals. A first binaural sound system for loudspeakers eaukéd users has been developed
by Gardner [1997]. Lentz [2006] investigated the stabiity)<XTC filters for two loudspeakers
in dependence on their opening angles. An opening angle°af@®ered satisfying results. As
a consequence, a set of four loudspeakers was placed evety §0arantee stable cross talk
filters for a full rotation of the user.

Of course, the functionality of XTC depends on the accurddh® HRTFs. The accuracy
Is determined by the closeness to the actual personal HRid-tha precision of the tracking
system. Bai et al. [2005] tried to gain robustness againstdaimismatches by applying a
cross-talk network from six loudspeakers to six controhp®iinstead of to two ear positions
only).

A first transaural system with focused sound was introdugetflénzel et al. [2005] and
further investigated by Laumann et al. [2008]. They usedeutar array of 22 loudspeakers
that produces virtual sound sources via Wave Field Syrgl{@¢FS). The virtual sound sources
are chosen to be point sources. They are placed above #meisind render a binaural signal.
Focused sound (like a point source) has the advantage ttaises less cross talk if the focus
spots are set in the vicinity of the ears. Laumann et al. [R@fik the HRTFs from the virtual
point sources to the user for their XTC filters. Their ideaoisdtate the virtual sound sources
with the user, such that the same set of XTC filters can be useah§ head rotation. However, it
is not clear which benefit WFS contributes to the applicatimh\ahy the virtual sound sources
are not set into the horizontal plane of the ears.

The goal of this thesis is to investigate different soundifidecg methods and their feasibility
to a dynamic transaural system with a tolerance to both,dliteovements and head rotations
of the user. The investigations concern the directivity i beamforming methods (and as
a consequence their room excitation), their complexityenmis of an implementation, and the
precondition for a stable transaural rendering. Sectibgy®es a theoretical overview of spatial
filtering, before the different beamforming methods arecdbed in Section 2.3 to 2.6.

Section 2.3.2 proofs the concept with measurement resattsgaves reason to the point
source simulation of the loudspeakers. In Chapter 3, thauleion of XTC filters for 16
loudspeakers are deduced. The stability of the XTC filteidissussed and the performance
results of the Transaural Beamformer are presented. Fir@@ligpter 4 gives a resume of the
thesis and an outlook to interesting future questions amasd



Chapter 2

Beamforming

Beamformers use an array of transducers (such as antenmasphanes or loudspeakers) to
steer into a certain direction or into a certain point of a eéield. The steering in general
Is achieved by filtering and summing up the signals of theedtifit array elements. In the
most trivial case, the signals are simply delayed and sun{ieldy & Sum Beamformer, see
Fig. 2.1) such that they superpose constructively for aagegropagation direction or in a
certain point. Beamforming can be done on the reception gide (vith microphones) or on
the transmitting side. In this work, all discussions areealfor beamforming with loudspeaker
arrays, but due to the invertibility of acoustical paths fbllowing theory is valid for either

//

At At o~
o | R

distance [m] distance [m]

case.

Figure 2.1: Recording and reproduction of an incident wavefront with a simple Delay &
Sum Beamformer.

In order to better understand the properties and limitatimhbeamformers, the next sec-
tion throws a glance at the spatial Fourier transform bedidfferent beamforming methods are

explained and investigated in detalil.
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2.1 Space-Frequency Signal Processing

To deduce the properties and limitations of beamformetsyddirst consider an infinite wall
with in phase vibrating stripes, as it is depicted in Fig.. 2.2

1

u/—\\_/ \\J

\V
N

X

A 4

|~

N N N
|
—~

y‘
X

Figure 2.2: Stripes in an infinite wall that vibrate with a sound particle velogiinto the
orthogonal direction.

In Moser [1988] it is shown that the directivity of these vibngtistripes in the far field can
be derived over the Fourier integral over the sound partielecity ~ along the y-axis. The
Fourier transform yields the k-space spectrum (as in Wii§g1999])

B(ky) = [ vl vy, 1)
with k, being the wavenumber in y direction.

k, = %sin(gb). (2.2)

For the beginning, the stripes are considered to be infimidly thin. Then, the sound particle
velocity v can be expressed as an infinite pulse train along the y-axihéoe is only sound

particle velocity at the positions of the stripes. As knowoni time-frequency processing
(Oppenheim [1989]), a pulse train stays unchanged throlguger transform. However, real
arrays of course are not infinite. The finite length of theyaoan be described by a windowed
version of our infinite pulse train (Fig. 2.3a). The multgaition with a rectangle window
corresponds to a convolution with a sinc function in the kcgp@rig. 2.3c). The sinc function
sinc(z) = ) (also shown in Fig. 2.3b) has a main lobe aroune 0 and descending side

™

lobes that approximate zero in infinity.
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1.5 ; ; ‘ ‘ ‘ :
- 1
‘©
S
[0}
o ! 05}
L
5
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=]
o
(2]

ol
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y—axis [cm] -10 -5 0 5 10

(a) There is only sound particle velocity at the di@) The sinc function is the Fourier transform of a
crete positions of the vibrating stripes. Hence, rectangle window.
the sound particle velocity distribution can be
described as a windowed pulse train.

=
N

=
o
T

k space spectrum

wo N b OO ©
T

00 -200 -100 0 100 200 300
k, [L/m]

(c) In the k space, the pulse train stays infinite but
the pulses are convolved with the sinc function
because the array ifa) was windowed with a
rectangle.

Figure 2.3: Sound particle velocity distribution of vibrating stripes along the y-axis and
its spatial Fourier representation.

At a given speed of sound and a certain frequehggnly depends on. Thus, the k space
can be evaluated for every frequency frem0° to 90°, where it can be read as a directivity
diagram. The amplitudes of the k-space spectrum denote hovia the array radiates into the
corresponding direction. The lower the wavenumber, the hesin lobes of the sinc function
stay in the evaluated window. Spatial aliasing occurs ag Emthere is more than one main
lobe in the evaluation window. Just as in time-frequencycessing, the Nyquist theorem can
be applied to the spatial domain, too. Spatial aliasing eprbvented as long as

A

whereAy is the distance between the vibrating stripes.
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Fig. 2.4 shows the evaluation for two different frequenci@fe k-space spectrum was
derived from Fig. 2.3a in whichhy = 8 cm. According to Eq. (2.3), spatial aliasing occurs at
6000 Hz but not at 2000 Hz.

12 12
s 101 e 101
> =
© 8f S 8f
[ (]
@ 6} g ol
8 8
g 4 g 4f
7] 2
< 2 - X 2 L
0. X : - X 0. N : N -
—-pil2 -pil4 0 pi/4 pi/2 —pil2 —pil4 0 pi/4 pil2
radians at 6000 Hz radians at 2000 Hz

(a) At 6000 Hz, there are still 3 main lobes in ti{b) At 2000 Hz, only 1 main lobe stays in the eval-
evaluation window from-90° to 90°. Hence, uation window. The array only radiates into the
there is spatial aliasing as the array radiatesperpendicular@) direction. The spatial alias-
equally strong into 3 different directions. (Not ing theorem of Eq. (2.3) is fulfilled.
forgetting that the radiation is symmetric on the
back side of the wall.)

=
o

k space spectrum

TO N b~ O ©

i2 —pi}4 0 pi)4 pi/l2
radians at
(c) First aliasing components appear, if the beam
is steered to the side like in this case for a fre-
quency slightly over the Nyquist frequency with
a steering angle = —80°.

Figure 2.4 For a particular frequency and a given speed of sound, the k-spactrum
only depends o and can be evaluated frorg" to 5 or from —90° to 90°,
respectively. It can then be read as a directivity diagram.

Spatial aliasing can be prevented at higher frequenciegbgedsing the distance between
the array elements. Again, this can be explained by sigrerthas in Oppenheim [1989]:
A narrower pulse train of sound particle velocity leads toidew pulse train after the Fourier
transform. Hence, there are less main lobes in one peridted-space domain. The bandwidth
in ATC reaches from 300 to 2500 Hz. This is a benefit for a loed&pr array application,
because spatial aliasing can be avoided if the distanceekatthe loudspeakersy does not
exceed 7cm.
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The beam is steered to an arbitrary directipthrough the delay times between the loud-
speakers. This is also schematized in Fig. 2.1. The delastoause a linear phase shift-v¢
of the sound-particle velocity that modulates the main laveards the steering angle As a
consequence, ambiguous main lobes might move into theatealwlirectivity diagram, which
is the case in Fig. 2.4c.

Comparing Fig. 2.4a and 2.4b also shows that the beam widtbndispon the frequency.
The beam width is defined by the -3 dB decay of the beam. Thelantaé wavelength, the
smaller is the beam width. However, the narrowness of thenbedimited by% as described
in Yon et al. [2003]. The second influence on the beam widthesspatial window. The spatial
window determines the length of the array and how the louslsgrs are attenuated at the end
positions. A shorter array (a shorter spatial window) caws®roader directivity pattern and
vice versa. A smoother window (instead of the hard rectahgligation of Fig. 2.3a) causes
less side lobes, but widens up the main lobe, too, like it @asden in Fig. 2.5.

=
ol

=
() [e2]
T T

IN

o
[63)
k space spectrum

N
T

sound particle velocity

A ‘ LA o ‘ ‘ )
-60  -40  -20 0 20 40 60 —-pil2 —~pil4 0 pil4 pil2
y—axis [cm] radians at 2000 Hz
(a) The gains of the loudspeakers towards the etjsCompared to the rectangle window in Fig. 2.4b,
of the array are smoothly reduced to zero by a the Hann window causes smaller side lobes but

Hann window. a wider main lobe in the directivity pattern.

o

Figure 2.5: A Hann window over the array elements compresses the side lobes but in-
creases the width of the main lobe.

Until now, we considered the vibrating stripes to be infisiteally thin. That is why we
could model the sound patrticle velocity distribution asseulrain. The real stripes of Fig. 2.2
have a sound particle velocity that looks like the rectamgteFig. 2.6a. This can be seen
as a convolution of the pulse train with a rectangle windoat thas the width of the stripes.
A convolution in the spatial domain corresponds to a muttgilon in the k space, whereas a
rectangle window changes to a sinc function through theiEotransform. The result can be
seen in Fig. 2.6¢. The pulse in the center of the k spack,(at 0) is in the main lobe, while
the other pulses will be more or less suppressed by the sl lof the sinc function. The
array looses its omnidirectionality, especially for higaduencies. This illustrates the fact, that
a loudspeaker can only be considered as a point source, @aotne wavelengths are larger
than the membrane diameter.
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k space spectrum

10k

sound particle velocity

60 a0 —20 0 20 a0 60 S0 200 -100 0 100 200 300
y-axis [cm] k, [1/m]

(a) The width of the vibrating stripes determinéls) The convolution with a rectangle in the spatial
the width of the rectangles in thedistribution domain comes equal to a multiplication with a
along the y-axis. Again, there is only sound sinc window in the k space.
particle velocity at the position of the vibrating
stripes. This distribution can be interpreted as
a convolution of the pulse train with a rectangle
window.

N w B
o o o
T T T

k space spectrum

=
o
T

0 ‘
—pi/2 —pil4 0 pil4 pi/l2
radians at 6000 Hz
(c) As a consequence, the directivity of the array is
not omnidirectional any more.

Figure 2.6: The influence the membrane width on the k-space spectrum and the directivity
of the array.
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2.2 Spatial Transmission Functions

2.2.1 Free Field Green’s Functions

The sound pressure of a sound source at an arbitrary obsarpaint can be predicted with the
help of Green’s function. The free field Green’s functioratet the pressure at source paint
to the pressure at an observation paifbr ideal conditions. Which are: omnidirectional point
sources, no reflections, lossless medium etc. It is thendhien of the Helmholtz equation
for outgoing spherical waves as in Morse [1953]:

efjkh‘l*r'

G(r'|rlw) =

(2.4)

v =

The Green’s functions from all loudspeaker positions of@ayar] . . . ry, to one specific focus
pointry can be gathered to a vector

hw) = |G lele) Geplelw) - Geblredw)] (2.5)

The sound pressure in the focus pagigt..s can easily be calculated if the complex weights
q(w) of the loudspeakers (it is their amplitude and phase) arevkno

ps(w) =h'(w) q(w). (2.6)

Equally, NV arbitrary other field points can be considered as observaticevaluation points.
The Green’s functions from every source patfitto every evaluation point,, are gathered in
the matrix

Glrifrale)  Glrglrale) - Glrgfrafe)
Gl | COal) Gliglra) o Glrl) | o
Glrilryl) Glrglrylw) - Glrglrylo)

A multiplication of the source strength vectgfw) with this matrix yields the sound pressure
vectorp(w)
p(w) = G(w)q(w), (2.8)

that contains the sound pressure in tfiieobservation points,. Thus the sound field of a
beamformer with source strength vectgtv) can be simulated with the knowledge of matrix
G(w).
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2.2.2 Transfer Functions Measurement

The free field Green’s functions serve as theoretical bakgt for simulations. In order to
evaluate a real beamformer, the transfer functions fromxperanental loudspeaker setup to
256 field points were measured, too. The loudspeaker ar@ylagiatisfy the spatial Nyquist
theorem (Eqg. (2.3)) and requires a width of 120 cm to covertbeking area of air traffic
controllers. These constraints have led to an array of 1@dpeakers that are arranged to
approximate an elliptical segment. This constellatiorofed to bear focusing advantages over
a straight array, as it can be read in Section 2.3.2 and ingasithuh et al. [2008]. A quadratic
microphone array with a raster ©fx 7 cm was used to prevent spatial aliasing up to 2500 Hz.

The measurement setup is depicted in Fig. 2.7.

/ (16 loudspeakers) \

planar
microphone array
(64 microphones)

112 cm
[
|

\

mirrored

168 cm
(a) The planar array of x 8 microphones was used in 4 positions.
As we assume symmetry, the outer positions were mirrored to
the other side. This finally leads to 384 evaluation points.

(b) Loudspeaker array with measurement microphones.

Figure 2.7. Measurement setup
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The impulse responses were measured in a bandwidth fromo3ZRO0 Hz with exponen-
tial sweeps as in Farina [2000]. The sweeps had a length oségonds and were recorded
with 44.1 kHz sampling frequency. In order to consider thféuance of the loudspeakers and
microphones, a reference measurement of all loudspeakersei meter distance was used to
equalize the sound field measurement. In the frequency doitea equalization can be done
by inverse filtering

Hieasure.cq = Hmeasure Hof (2.9)

ref °

An equalization filter{_} is shown in Fig. 2.8.

20log|H|

10° 40 60 80 100

Hz samples at 5512.5 Hz
(a) Frequency response of the inversehf;. (b) In the time domain, the inverse éf,..¢ has
The used loudspeakers have a high pass 60 taps at 5512.5 Hz sampling frequency.

characteristic. Therefore the equalization
filter has to augment the basses.

Figure 2.8: Loudspeaker equalization filter in the frequency- and the time domain.

Unfortunately, early reflections from the microphone mauwntevice caused a comb filter
that has its first notch around 2000 Hz. A sample of measuagdfier functions can be seen in
Fig. 2.9. Finally, the impulse responses were resample@ainaes lower rate and their length
was reduced to 2.9 ms.

measurement frequency response

90

Figure 2.9: Frequency response of the first 8 loudspeakers to a central posit8thdm
distance. Early reflections from the microphone mounting device causs a fir
notch at around 2000 Hz.
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Sound pressure levels (SPL) are derived by the mean value over the squared amplitude
of every frequency big within the desired bandwidth.

33
_ 1
7= IOl (2.10)
e=1
7
L, =10log — with py = 20uPa. (2.11)
Dy

In the following all sound field evaluations (also the freddisimulations) were done at the
sampling frequency of 5512.5 Hz with a resolution of 33 frexey bins. All sound field repre-
sentations are normed by the sound pressure level at the facat.
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2.3 Weighted Delay & Sum Beamforming

To create a pressure concentration in a sound field, thelsighan array have to superpose
constructively at a focus point. Hence, they have to reaeHdbus point at the same time. It
follows that the source strength vecigfw) has to be the complex conjugate of the Green’s
functionsh(w)

a(w) = h*(w), (2.12)

to compensate for the phase differences of the Green'sifunsct The Green’s functions are
weighted with the reciprocal of the distance from the lowddqer to the focus point (see Eq.
(2.4)). Thus, the source strength vectgt) is weighted with this reciprocal, too. These
weights can also be interpreted as a window that suppreisedsudspeakers that are further
away from the focus point. Obviously, the frequency respooisreal loudspeakers has to
be equalized to receive unity gain in the focus point. In @sttto the beamformer in Fig.
2.1, the Weighted Delay & Sum Beamformer (WDSB) has one indalidomplex weight per
loudspeaker, like depicted in Fig. 2.10a.

Cho and Roan [2009] pointed out that it would make sense to weji@dh) with the recip-
rocal of the square or the cube of the distance if the focustpaire in the near fieldif < 2).
The lowest case of our application, however, can be estoregér = 2.2 with £ = WCOHZ
andr = 0.4 m. Therefore no attention has to be paid to near field vieighFig. 2.10b shows
a simulated beam in the bandwidth of 300-2500 Hz.

simulated weighted d&s broad band beam dB

180
160

- 14

/ S \ 0 -10
/ / - \ \ 120

[ / \ £ 100

[ / \ 5]

‘ ] 80

60
40

20

Ok .
150 100

. . ——-30
O  speaker positions

cm
(a) Weighted Delay & (b) Broad-band sound pressure distribution of a WDSB.
Sum  beamforming:
Each loudspeaker

has its own complex
weight such that the
waves superpose in the
focus point.

Figure 2.10: Weighted Delay & Sum beamforming.
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2.3.1 Comparison 1: Measured Beam - Simulated Beam

The beams of the ideal free field Green’s functions were coetpaith the beams of the mea-
sured transfer functions. The first ones will be called sated beams, while the latter ones will
be called measured beams from now'd®PL lines of a simulated and a measured broad-band
beam are depicted in Fig. 2.11.

free field weighted d&s broad band beam measured weighted delay & sum beam
[l | . v =
120 | | 120 TN S
\ I \
\ / / \
100 v : 100} B
\ / / N
\ / — /
80 g i O  speaker position 80[
/ x  focus point -
§ 60 \ -3dB E ol .
~_ -9dB \
40t . T -—-—--15dB 20 .
/ \\
20 /Ob 20
%o, 500 64 500
0 o ~,0° 0 06,00
50 0 -50 50 0 -50
cm cm

(a) Simulation, based on the free field Green'’s functions.(b) Simulation, based on the measured
transfer functions.

Figure 2.11: Comparison between the simulated and the measured beam in the close cen-
tral position in the full bandwidth of 300-2500Hz. The pressure decay is
depicted in three level lines.

The comparison was done for four focus positions (markedgnZ12b), in 12 bark bands
in the 384 evaluation points of Fig. 2.7a. Bark bands simuladrequency dependent sensi-
tivity of the ear and are therefore also called critical lmntheir bandwidths were empirically
determined by Zwicker [1990]. The used bark bands are list&@ble 2.12a. The measure-
ments shall proof the concept and justify further simuladidased on the free field Green’s
functions.

Before the SPLs of the measured and the simulated sound frelseceompared, the energy
of the measured sound fieji}, has to be calibrated to the total energy of the simulateddoun

field.
384

o
§ Psim,i

—p2 =L (2.13)

=2
Prmcal = Pm 384

E :—2
pm,i
=1

LAlthough the measured beams are simulated, too, but withafdhe measured transfer functions.
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bark | f,[Hz] | f. [HZ] focus positions
4 300 400 O speaker positions
120 "
5 400 510 X focus position
6 510 630 100
7 630 770 o X X
8 770 920
9 [ 920 | 1080 § o0 XX

10 | 1080 | 1270

11 | 1270 | 1480 40

12 | 1480 | 1720 20| °
13 | 1720 | 2000 %64 50°
14 | 2000 | 2320 e Oomomoo —
15 | 2320 | 2700 om

(a) Lower and upper cut (b) Reference positions. As we as-
off frequencies of sume symmetry of the sound field,
bark bands between all positions are chosen to be on
300 and 2700 Hz. the negative side of the x-axis.

Figure 2.12: Bark bands and focus positions for the comparison between simulation and
measurement.

The comparison will exemplarily be shown at 9 bark for theselgide position. The SPL
distributions are shown in Fig. 2.13, and the absolute vafugeir differences in Fig. 2.14a.
Errors outside of the focused area are less relevant, wkialy a weighted difference, is
introduced. The weights are the square rogt.gf, normed by the pressure in the focus point:

Psim,i (2 14)

Procus

Cw,i = |Lm,z - Lsim,i|

As a consequence, the error in the focus point stays the sahile, errors in regions of low
SPL are compressed. The weighted difference is shown in2Figb.
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) ) measured weighted d&s beam at 9 bark
free field weighted d&s beam at 9 bark

120 120
100 100
80 80
5 60 § &0
40 -20 40
20} o5 20}
ot 0

(a) Simulation, based on the free field Green's fun@) Simulation, based on the measured trans-
tions. fer functions.

Figure 2.13: Comparison between the simulated and the measured beam in the close side
position in the 9" bark band. The solid white line represents the -3dB level
line and the dashed line the -9 dB level line.

sound field difference dB weighted sound field difference dB
120‘ m 9 120 . 4
100 s 8 100 35
N 7 3
80 80
lj N N 6 N |
| Il | I 25
5 60 V. | 5 § 6o s o8 2
1 : [ ! 15
40 :
’ ® [ | | N 1
o B 0 2 o B =
°q5 o0 1 °5 o0 0.5
0 Cog 00° ot L ~%04 00°
50 0 -50 50 0 -50
cm cm
(a) SPL differences in the close side position at 9 (b) SPL differences, weighted with the square
bark. The highest difference is 9 dB. root of ps,. Differences in regions of low

SPL (like in the upper left corner) are sup-
pressed. The highest difference is 4 dB.

Figure 2.14: SPL differences and weighted SPL differences between the measutétea
simulated sound field in thé'9bark band for the close side focus-position.
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The mean value and the third quartile over all SPL differsraned weighted differences are
given in Fig. 2.15. The mean values of the weighted diffeesrare lower than 2 dB, which is
a very satisfying result. Values for the third quartile thed larger than 5 dB only occur for the
unweighted difference and hence in regions of low SPL andmiitterest. The measurement
results give reason to the usage of the free field Green'sitins; which will therefore be used
for further simulations.

close side position close central position

12 .
—— mean error (with 3" quartile) 12

10| ——— mean weighted error (with 3 quartile) 10}
8 8
3 6r Q 4
4 4
2r 2

O 1 1 1 1 J 0 n n " " J
500 1000 1500 2000 2500 500 1000 1500 2000 2500
Hz Hz
rear side position rear central position

12¢ 12¢

10+ 10+

8 st
g 6 D 6
4 4

2 2}

0 1 1 1 1 J 0 " " " " J
500 1000 1500 2000 2500 500 1000 1500 2000 2500
Hz Hz

Figure 2.15: SPL difference and weighted difference between the measured anidithe s
ulated sound field for four focus positions. Differences are biggéigt
frequencies, where the areas of constructive and destructivepagiteon
are smaller. A little phase error can then cause a constructive supenpositio
at a location where the simulation predicts a destructive superposition, or
vice versa. In addition, frequencies around 2000 Hz suffer fronttmsb
filter notch described in Fig. 2.9.
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2.3.2 Comparison 2: Straight Array - Bent Array

The sound focusing properties of parabolic and elliptiedlectors are well known in room
acoustics like in Fasold [1998]. In the following, the fomgsproperties of a bent array will be
compared to the ones of a straight array. Therefore, two mneasire introduced:

1. SNRp: For the 2D comparison, the evaluation points of Fig. 2.7kl used. The
SNR;p is then the relation between the sound energy in the focug pad the average
sound energy in all other 383 evaluation points in dB:

—=2
SNR,p = 101log | 383 Zocus. (2.15)

>
%

2. Spatial Rejection Ratio (SRR): As SRR, we define the differentedsm the sound
pressure level in the focus point and the sound pressuré débe reverberant room
Ltoews — L. In Ahnert [1993] it is shown thak, can be estimated as

P
L, =10log —* ~ 10log A + 6B, (2.16)
0

where A is the sum of absorbing surfaceg, is the reference sound power o2 W
andP,. is the acoustic power of the arra¥,.. is derived by integrating the sound intensity

[ =pi (2.17)
over the surfacé of a sphere with radius If r is much greater than the array dimension
>, (2.18)

the direction ofv approximates the normal of the spherical surface for examrgidpeaker
in every point of the sphere. ThuEcan be approximated as

=2 (2.19)

As the sound intensity is determined numerically, the irdgkgas to be transformed to a
sum over N discrete points

N
1 Amr?
I i 2.20
Pn e (2.20)

n—

wherepc is the acoustic impedance which has 4I§§at 20°C.
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Simulations for 35 focus points are done to compare the twayar The centroids of the
arrays are put into the coordinate origin ans chosen to be 10 m to account for Eq. (2.18).
The sphere is sampled ovi = 7482 surface points to satisfy the spatial aliasing constrdint o
Eq. (2.3) on a sphere with radius 1.7 m. This radius encldsesitray and the farthest focus
point. The sum of reflecting surfacesin air traffic control centers is assumed to be 260 m
The results for the bent array can be seen in Fig. 2.16, andiffieeences to the straight array
(SNRsent - SNRy1aignt) are shown in Fig. 2.17.

SRR bent array dB

SNR, bent array

20

SRR [dB]

18

16

14

(a) Obviously the horizontal sound field is (b) Also the room is stronger excited if the beam
stronger excited if the beam is steered further  is steered further away. A remarkable notch
away from the array. As a consequence the  appears for the close central focus positions.
SNR,p decreases. This effect is explained later on.

Figure 2.16: SNR,p and SRR for 35 focus positions. The array performs worse if the
focus point is far away from the array.
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difference SNR2D

difference SRR

(a) SNR,p differences between the bent and the (b) The differences are slightly higher for the
straight array in 35 focus points. The differ- SRR.
ences are only marginal.

difference SNR2D difference SRR
1 : » i ‘ :
SRRbent > SRRstraight
08 0.8f
SNRbent > SNRstraight
0.6 : » 0.6}
g 3
0.4 0.4
O speaker position O  speaker position
02| odB 5 0.2 0dB o1
O O @] O
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moo@@%oooog@@oo 0P 090000000 0-(
o o SiRe) 0 ©°
0.6 0.4 0.2 0 -02 -04 -06 0.6 0.4 0.2 0 -02 -04 -06
cm cm
(c) The 0 dB line marks the border where (d) In terms of the SRR, the bent array per-
the bent array performs better in terms forms worse for close central focus po-
of the 2D SNR. sitions. This effect is further investi-

gated in Fig. 2.18.

Figure 2.17: Focusing differences of a bent and a straight array. The beryt peréorms
slightly better for both measures. The highest differences are redched
focus points in the near corners, where the bent array benefits fratoger
position.
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The most striking outcome is that the bent array performssevdor close central focus
points, although one would assume (also by reason of the, SN&ues) that focusing works
more efficient if the focus point is better surrounded by thedspeakers. In the 2D case, this
is true, but Keele [2003] pointed out that bent line arraygehastrong radiation orthogonal to
their expansion plane. This effect can be seen in Fig. 2.18.

dB wds beam

wds beam

20

15

10

10 20 10 20

—Jo
(a) The bent array has a high directivity in the ver- (b) As expected, the directivity is concen-
tical direction, even though the driving func- tric around the straight array.

tions aim to steer into the horizontal plane.

Figure 2.18: 3D directivity of a straight and a bent array for a close central fooirst in
the horizontal plane.

It can be concluded that the bent array has slightly betrdimg properties than a straight
array. Above all, the bent array performs better for focusitpmns in the close side positions,
where it benefits from the close loudspeakers.

Weighted Delay & Sum Beamforming is a physical straightfadvaeamforming method.
It simply aims to focus sound in a specific point by compensgtine delay times. Additional
weights prevent loudspeakers from exciting the sound fmbdniuch if they are further away
from the focus point. A WDSB can therefore be easily impleredrdas dynamic real-time
application. The input signals are led into a delay line aacheoutput channel is weighted with
one multiplier. This means that all frequencies are equa#jghted and, as a consequence,
the frequency response at the focus point is flat. Supetdiedoeamformers use optimization
algorithms to narrow the beam width or to enforce regionewf$PL. In general, the amplitude
and phase of their driving function is frequency depend&at.their implementation requires
filtering. The following 3 sections introduce and investeyauch superdirective beamformers.
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2.4 Least Squares Beamforming

The Least Squares (LS) algorithm finds the source strengtionvthat causes an output (in our
case a sound field) that matches a target function with thélesh@least) squared error. Our
target functionp consists ofy,..s and the sound pressure M other field points

p(w) = (pf> - (2.21)
p

Complementary, we combine the Green'’s functions from thedpaakers to the focus point
with the Green'’s functions to the othar field points

G(w) = rg] . (2.22)

The error between the target function and the outcome ofeaenfiormer reads as
e=p - Gq, (2.23)
the squared error results in the cost function
J(q) =e? =ele = p'p — 29" G"p + " G" Gq. (2.24)

The first derivative of/(q) describes the tangents of the error function. The tangdtatti§.e.
J% = 0) whereJ(q) has a minimum or a maximum. As the cost function is quadratit a
positive, the solution of the LS algorithm finds the minimufttee function. The derivative of
J with respect tay is

—2GHp +2GAGq =0, (2.25)

and the Least Squares solution of the source strength visctor
NS
q= (GHG> GTp. (2.26)

From Eq. (2.23) on, the dependency wis omitted for reasons of compactness. In fact it is
important that the LS solution has to be evaluated at eveguigncy. The stability of the LS
filter depends on the number of considered frequency binsveder, the LS optimization for

a limited number of frequency bins does not guarantee a #gufncy response in the focus
point. This problem will be further discussed in Section 2.7
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An example of a Least Squares beam (LSB) is depicted in Fi§. Z.he sound pressure is
minimized within a frame around the arrangement. This freameeant to surround the working
space of an air traffic controller. The chosen target fumctlemands unity gain at the focus
point and zeros at all other control points such that

~ ~ ~ T
q=(GHG)'GH [1 00 -- 0] : (2.27)

simulated LS broad band beam dB
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Figure 2.19: Broad-band (300-2500 Hz) sound pressure distribution of a LSBdEkired
sound pressure is zero in the minimization area should be zero and has unity
gain at the focus point.

For the targeted transaural application, the beams areddionee steered to the listener’s
ears. On the one hand, this minimizes the radiated sound)e&d on the other hand it
reduces the cross talk. In Chapter 3 it is explained that thesdialk increases with the wave-

length. Therefore it would make sense to set the focus poidependence of the frequency
like illustrated in Fig. 2.20.

* .
“taggust®

.
L4 .
“tangans®

Figure 2.20: Several focus points can be located as a frequency dependentstictie
that its radius to the ear approximat?s This reduces the cross talk to the
contralateral ear.
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For the beam depicted in 2.21, not only the position of thei$ds set frequency dependent,
but also the number of considered focus points that buildates circle. Low frequencies (that
have a larger wavelength) are weighted with more focus point

broad band LS beam dB

150

£ 100 -10

50

Ok ; —
150 100 50 0 _ O  speaker positions

cm optimization areas

-20

Figure 2.21: Broad-band (300-2500 Hz) sound pressure distribution of LSB witlea f
guency dependent focus area. For this illustration the focus area (ee. th
circle) of a middle wavelength was drawn into the pressure distribution. The
sound pressure in the shaped area is desired to be zero, again.

A more detailed analysis of the LSBs will follow in Section 2biit it can already be antic-
ipated that the inversion of matriG?G) can cause trouble. If the ratio between the smallest
and the largest singular value g&”G) (i.e. the condition number) becomes too large, two
problems might occur:

1. Numerical round-off errors.

2. Small variations of the matrix elements (e.g. differenbetween the idealized and the
real transfer functions) lead to large aberrations aftegrsion.
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2.4.1 Singular Value Decomposition

Smaller condition numbers can be gained if the inverse meniegularized with the singular
value decomposition (SVD). The SVD decomposes>am matrix M into

M =UXVH, (2.28)

whereU is an x n andV am x m unitary matrix. X is a diagonal matrix with the size of
M which contains the singular valuesldf in decreasing order on its diagonal. The previously
mentioned errors can be reduced if small singular valuesegkected. A commonly used cri-
terion for the threshold of this regularization is deriveonh the energy of the singular values.
Only the largest singular values that reach a demanded threshold of thedon&ady are con-
sidered. Once the matrix is decomposed as in Eq. 2.28, thiéareged inverse can easily be
obtained by taking théfirst rows and columns d/, X andV, yielding

M, ' =V, 2, U (2.29)

For the following simulations with SVD regularization, ad¢khold of 99% of the total energy
has been chosen.

The next section, however, introduces a beamforming metihaidworks without matrix
inversion.
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2.5 Maximum Energy Difference Beamforming

The Maximum Energy Difference Beamformer (MEDB) introducgd3hin et al. [2009] tries
to maximize the difference between the sound energy in thesfpoint and the average sound
energy in the other control points. Shin et al. [2009] defireedound energy(w) as

E(w) = p(w)*p(w). (2.30)
In the focus pointFs,..s can be predicted by

Efocus = (th)*th
= q”h*h’q. (2.31)

The average sound intensities of the othecontrol points can be rewritten in the same way

1
E = NqHGHGq. (2.32)

The difference of sound intensities yields

Efocus - = th*th - qHGHGq
= q”" (h'h" - G"G)q. (2.33)

To obtain a meaningful cost function, this difference regsiianother constraint. It is set into
relation with the power of the source strength vector, wiggbroportional tog” q. We get

q” (h*'h” — aG"G) q

, (2.34)
qfiq

J(q) =

whereina is a tuning factor that allows to put more or less weight ongtend energy at the
focus point alone. Itx = 0, the cost function relates the energy at the focus point thigh
power of the source strength vector. In microphone arrayditre, like e.g. in Brandstein and
Ward [2001], this relation is known as White Noise Gain (WNG)

hT 2

WNG(w) = 10log (%) . (2.35)

q
For microphone arrays, the WNG compares the amplificatiomefaocus point with the am-
plification of spatially uncorrelated noise. For loudspaakrrays, it compares the input power
with the outcome at the focus point, but is still referred $ondnite noise gain here.
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In order to differentiate Eq. (2.34), it is rearranged to
a"aJ(q) = " (h*h" — aG"G)q. (2.36)
The differentiation of/ with respect tqy is

2qJ(q) + quJ(q)%1 =2 (h*h" — aG"G) q. (2.37)

J(q) has a maximum Whel‘(é(q)% = 0. It follows that
aJ(qopt) = (h*h" — aG"G) q. (2.38)

This is a eigenvalue problem, ang,; is the eigenvector that corresponds to the highest eigen-
value J(qopt). The MEDB is thus a beamforming algorithm that can be solvidout matrix
inversion. The MEDB that tries to maximize the sound enernffgr@nce between the focus
point and the already known minimization area is depicteBign 2.22. A value olv = 36
brings a trade off between the WDSB and the LSB.

MED broad band beam
dB 0
180
160 -
140 . .
-10 MED driving functions
120
g 100 -15
80
60 -20
40
20 -25
0 [ —
1éO 160 O  speaker positions | 30
cm minimization area

(a) Broad-band (300-2500 Hz) SPL distribution of @) The MED driving functions for the
MEDB. The sound energy difference between the fo- given control points and a tuning fac-
cus point and the frame around the arrangement is max-tor « = 36 have notch filters at low
imized. frequencies in order to reach a narrow

beam width.

Figure 2.22: SPL distribution and control point disposition of a MEDB with correspond-
ing driving functions.
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2.6 Minimum Variance Distortionless Response Beam-
forming

The LSB and the MEDB are both optimization methods that havbet applied to several
frequency bins. Still, they do not have a constraint of pomely a flat frequency response at the
focus point (see also Sec. 2.7). The Minimum Variance Distioless Response Beamformer
(MVDR) minimizes the squared sound pressure in the contriitp@nd enforces the source
strength vector to produce unity gain at the focus pointcadtsstraint is

1=h"q = q"h*. (2.39)

The optimization problem can be solved with the Lagrangdiplidr A\. The Lagrange function
J(q) consists of the function to be minimized plus the constrainttion, multiplied with\

J(@) =q"G"Gg+ A (h"q—1). (2.40)
Its derivative with respect tq is set to zero
0= 2q7GHG + Ah?, (2.41)
and deliversy,, the location of the minimum of the Lagrange function
alh =~ (G1G) . (2.42)
Inserting this solution into equation (2.39) yields
1= —%hT (G7G) 'n. (2.43)

Hence, the optimal solution fay is

1

h” (GHG)~
h? (GHG) ' h*’

(2.44)

H _
qopt -
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A broad-band MVDR beam for the given minimization area isickeal in Fig. 2.23. Like
for the LSB, matrix inversion is required to get a solutiondgy;. The influence of SVD reg-
ularization on the MVDR beam is investigated in the follog/igection. Yet other possibilities
for LS- and MVDR constraints can be found in Guldenschuh amat&chi [2009].
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Figure 2.23: Broad band (300-2500 Hz) pressure distribution of a MVDRB. Thegre
in the control points should be minimized, except for the focus point in the
center, which is constrained to yield a constant gain for all frequencies.
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2.7 Comparison of the Introduced Beamforming Meth-
ods

The four introduced beamforming methods will be compareiims of their:

Sound pressure attenuation

Spatial Rejection Ratio

Frequency response in the focus point

White Noise Gain

Filter length and,

Condition number in case of matrix inversion

The last four points are explicitly discussed in Section2t@ 2.7.4. An overall comparison of
the beamforming performances is given in Section 2.7.5. firaéfocus position is chosen as
reference for the comparison. The problems and benefitedifferent beamforming methods
can be well illustrated for this reference. The minimizatareas of the different methods are
depicted in the previous sections. Only the LSB was appletivo different optimization
constraints. In the following the LSB with the minimizatitname, (as depicted in Fig. 2.19)
is simply referred to as LSB, while the LSB with the frequengpeéndent focusing area is
explicitly mentioned as LSR,, 4.,. The influence of the SVD regularization is only shown for
the MVDRB and the LSB, but all figures and data of the ,SB., have been derived with
SVD, too.
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2.7.1 Condition Number

The condition numbers OééHé> and (GHG) (i.e. for LS- and the MVDR beam, respec-
tively) are very poor for low frequencies. Fig. 2.24 showatttne SVD regularization reduces
the condition number to 25dB. This prevents round-off eriad yields robustness against
mismatches in the array geometry and the loudspeaker ¢bastics.

condition number LS / MVDR

200

cond. Nr.
— — —cond. Nr. with SVD

150

100

condition number [dB]

501

Figure 2.24: The condition numbers of the LSB and the MVDRB are nearly identical.
This is why both are represented by one line. They have very low singular
values at low frequencies, which are neglected by the SVD regularization

Fig. 2.25 undermines the gain of robustness. The LS drivimgtions that have been de-
rived over the (ideal) free field Green'’s functions are agapto the measured transfer functions.
The result is a completely distorted sound field because #esuored transfer functions differ
from the idealized ones. However, the beam is renderedattyriié the driving functions are
regularized. The specific influence of phase and amplituifiereinces as well as loudspeaker
displacements have been investigated by Mabande and ikelher [2007].

measured LS broad band beam dB measured LS broad band beam
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(a) Without regularization the LSB causes (b) The LSB with SVD regularization also
an undesired random sound field if the works fine for imperfect hardware and
real life conditions are not exactly the mismatches in the array geometry.

same as for the simulation.

Figure 2.25: The LS driving functions were applied to the measured transfer functions
The aberrations of the measurement data from the ideal transfer fumction
cause a waste sound field, if no regularization is applied. The MVDRB de-
livers equal results.
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2.7.2 Driving Functions

The changes of the spectrum of the driving functions dued&WD regularization can be seen
in Fig. 2.26. The excessive bass boost is suppressed.

LS driving functions LS driving functions

(a) LSB without regularization. The dy- (b) LSB with regularization. The basses
namic ofq is very high. Low frequen- are strongly reduced.
cies are strongly amplified.

MVDR driving functions MVDR driving functions

(c) MVDRB without regularization. Low (d) MVDRB with regularization.  The
frequencies are strongly amplified, SVD regularization causes quite flat
even more than in the case of the LSB. spectra for the MVDR driving func-

tions.

Figure 2.26: Frequency response of the LS- and MVDR driving functions.
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For the implementation of a beamformer, however, it is mamedrtant to know the temporal
behavior of the filters. Impulse-response examples of thredrfunctions for the superdirective
beamformers are shown in Fig. 2.27.

-3 LSB
x 10 . . . . . X 10'3 LSBfreq.dep

2 ' ' ] 5
l B - . .
0

° I

-1 -5
-2 -10
0O 20 40 60 80 100 120 0O 20 40 60 80 100 120
samples @ 5512.5 Hz samples @ 5512.5 Hz
MVDRB MEDB
0.01 0.05
0.005
’\A/\/\/\,\/\/\M,\/J
0 0
-0.005 -0.05
-0.01 »
-0.1
0O 20 40 60 80 100 120 0 20 40 60 80 100 120
samples @ 5512.5 Hz samples @ 5512.5 Hz
(c) The LS- and MVDR driving functions (d) The LS;eq.dep- and MED driving func-
have a fast decay of the impulse re- tions have strong ripples before and af-
sponse. ter the impulse.

Figure 2.27: Example of driving functions for the superdirective beamformers in the time
domain.

The LS- and the MVDR driving functions decay smoothly and @b mave a lot of pre-
pulses, while the L&, 4ep- and MED driving functions have strong ripples before artdrethe
impulse. In order to get a comparable value for the requeadth of the filters, the number of
samples that have got 98 % of the impulse-response energyaselered as filter length. 1%
of the total energy lies before and after the considered Esmnpespectively. The comparison
of the filter lengths follows in Table 2.1.
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2.7.3 White Noise Gain

The WNG relates the SPL at the focus point to the energy of thdslpeaker signals and is
therefore a measure of the beamformer’s efficiency. Fir#tly influence of the SVD regular-
ization is investigated again. The LS- and MVDR beams predutow sound pressure in the
horizontal minimization area, but radiate extensivelpievery other direction if no regulariza-
tion is applied. Fig. 2.28 shows the 3D directivity of an MVDBBam and the improvement due

to SVD regularization.
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(a) Directivity of an MVDR beam without
regularization. The array radiates much
more energy into the back side of the ar-
ray than into the focus point.
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(b) Directivity of a MVDR beam with SVD
regularization. The array radiates mainly
into the focus point. The SPLs in the back
of the array are at least 20 dB below the
SPLs of the unregularized beam.

0

Figure 2.28: 3D directivity of a MVDR beam. Without regularization, the acoustic power
of the MVDR beam is about 20 dB higher. Still, it is impressing how the
sound pressure in the minimization area is suppressed.
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Fig. 2.29a shows the improvement of the WNG due to the regaiaoin. At low frequencies
itis increased by almost 70 dB. This makes the LS- and the MVB&hbalmost as efficient as
the Weighted Delay & Sum beam that has the best possible WN@® @&ndstein and Ward
[2001]). The comparison between the WNGs of the differentiieamers can be seen in Fig.
2.29b. The MED Beamformer and the L&B ., have the worst WNG.

20

WNG [dB]

WNG LSB / MVDR

WNG
— — —WNG with SVD

3

WNG [dB]

16

15} .

141, y /

131 /
v ! WDSB / MVDR
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©oovo LS/ MVDR with SVD

10 10°| — — MED
Hz Hz — — — LS freqg. dep. focus

(a) The White Noise Gain of the LS and (b) The Weighted Delay & Sum beam has
MVDR beam are almost identical, again. an optimal WNG. It requires the least in-
Thus, both are represented by one line. put energy to derive the demanded SPL at
SVD regularization improves the WNG, the focus point. The regularized LS- and
especially for low frequencies. MVDR beam show almost the same per-

formance, while the MED beam decreases
to -15 dB for low frequencies.

Figure 2.29: White Noise Gain
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2.7.4 Frequency Response at the Focus Point

The WNG and the frequency response of the driving functioterdene the frequency response
at the focus point. This can be clearly observed for the srqadd LSB. The gain of its driving
functions (Fig. 2.26b) rises with the frequency, but the WNGlat. As a consequence, the
frequency response at the focus point rises with the freguéoo. The frequency responses of
all beamformers are depicted in Fig. 2.30a.

focus point frequency response

B N
5t . \ . )
\ MED freq. resp. at the focus point
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(a) All beamforming methods, except for the LSEy) MED frequency response at the focus point.
and the MEDB cause a flat frequency response The high pass cut-off frequency increases
at the focus point. It is remarkable that the with the tuning factors.

LSBtcq.dep. CAUSES a quite flat spectrum, too.

Figure 2.30: Frequency responses at the focus point.

It is remarkable that the LSB, 4c,. produces a quite flat spectrum at the focus point. In
contrast to the LSB, the LSB, 4cp. dO€s not attenuate the basses. This is because more focus
points are considered for low frequencies (as explainetnZ20). Therefore, the LSB, aep.
puts more effort into reaching the unity gain at low frequesc

The frequency response yielded by the MED beam depends otunieg factora. In
general, it has a high-pass characteristic. Fig. 2.30b shioat higher values af cause higher
cut-off frequencies. A tuning factor ef = 0 optimizes the WNG and hence yields the same
result as the Weighted Delay & Sum Beamformer.
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2.7.5 Overall Comparison

Table 2.1 gives an overview of the comparison. The LSB andMW®R are only considered
with regularization. Apart from the average WNG and the filezrgth, the Spatial Rejection
Ratio as defined in Section 2.3.2 is stated. Except for the;L3f8,., all optimization methods
aimed to produce a low sound pressure in a frame around thepsee. SPL.... denotes the
average sound pressure level in this frame. The .98, was introduced to produce a low
sound pressure in an interaural distance of the focus pdimoint, 20 cm next to the focus
point in parallel to the x axis, was chosen as reference faLSE. This reference point is also
depicted in Fig. 2.31.

WDS beam O  speaker position
; :
126 1 x  focus p0|nt'
I O refernce point
I -
1l 3dB
i -9dB
/ -
08l 15dB
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0.4
0.2 OO OO
o 5 0O ©]
0 ‘ Copin0° ‘
0.5 0 -0.5

cm

Figure 2.31: Reference point for SRL..,. If the beam is steered to the ear of a user, this
point is meant to mark the position of the contralateral ear.

The SPL attenuation of the beams in three bands are showngenix A.

As last measure, the variation of the frequency respondeifiocus point is introduced. It
Is the standard deviationof the SPL at the focus point in dB over frequency.



2.7. Comparison of the Introduced Beamforming Methods 42

Table 2.1 shows that the LS- and the MED beams have low av&&ge in the minimiza-
tion areas and a good SRR. However the simple Weighted Delayn&[sam has comparable
results and the advantage that it causes a flat frequenaynmssat the focus point. Besides, it
can easily be realized with a delay line and one multiplaabonly. Its sound pressure in the fo-
cus point is 18 dB higher than the SPL of a reverberant roorMdare [1995], this difference
Is stated to be above the masking level. Thus, it can be asstlme coworkers in the same
room are not disturbed by the loudspeaker signals. The.lLSB, and the MVDRB do not
really perform better than the Weighted Delay & Sum Beamfarrnet are more complex in
their realization. Finally, it can be concluded that the WDSEhe most feasible beamformer
for a dynamic application. Its implementation is very pregiag efficient and its results are
very satisfying. Consequently the WDSB is used for furtheegtigations on transaural stereo
with focused sound. These investigations follow in the roepter.

Table 2.1: Comparison of the beamforming methods. The LSB and the MED have very
good results for the SPL attenuation and the SRR, but they have a stmeng va
ation of the frequency response at the focus point. The MVDRB and the
LSBieq.dep. d0 Not really perform better than the WDSB. Considering its ef-
ficient implementation, the WDSB is the most feasible beamforming method
for the given conditions.

WDSB MVDR | LSBfeq.dep. | MED LSB
filter length delay line + 39 69 99 20
(taps @ 5512.5 Hz) multiplication
average WNG 15.7 dB 15.5dB| 13.4dB | 10dB | 15.5dB
SRR 17.5dB 17.5dB| 15.7dB | 18dB | 19dB
SPLgame -17.5dB -18 dB -13dB | -19dB| -20dB
SPLyem -11dB -11 dB -13dB | -14dB| -15dB
o 0dB 0dB 1.5dB 6 dB 4 dB




Chapter 3

Transaural Beamforming

3.1 Concept of Transaural Stereo for a Loudspeaker
Array

The beamformers (described in the previous chapter) mearhie total energy that excites the
sound field. They also cause a natural channel separatibng®e the left ear signal and the
right ear signal), if the beams are steered to the ears ofg¢be As stated in the introduction,
this channel separation is important for a transaural st@pplication. Fig. 3.1a shows the SPL
contours of a measured WDSB. The head symbol marks the ligpeiséron. The broad-band
sound pressure at the position of the contralateral earda@y attenuated by 9 dB. The channel
separation over frequency was measured with a dummy head. 31b shows the channel
separation of a beam to the eardrum and a beam with a focus 20tsile of the ear. Low
frequencies have a larger beam width and, therefore, caugher cross talk. The beam that is
focused 20 cm outside of the ear causes less cross talk atdguwehncies, with hardly any loss
of channel separation at high frequencies.

43
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(a) The broad band sound pressure decay at
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(b) SPL of the cross-talk over fre-
guency. The beam width decreases
with the frequency. Therefore the
cross-talk decreases, too. The chan-
nel separation of low frequencies is
1 dB better, if the beam is focused
20 cm away from the ear.

Figure 3.1: Channel separation due to a WDS beam that is steered to one ear.

If the ear is turned away from the array, the results are meteed. This particular con-
stellation is depicted in Fig. 3.2 and the corresponding<talk over frequency in Fig. 3.2b.
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(&) No channel separation due to beamform-
ing can be assumed if the contralateral ear

is facing the loudspeaker array.

focused ear response !

2| — — — contralateral ear response

(b) The cross talk is even higher than
the beam at the rear focused ear it-
self.

Figure 3.2: There is no channel separation, if the focused ear is turned awaytfrem

loudspeaker array.
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For either case a cross talk canceler (XTC) has to be appbetiyd reasons:
1. To reduce the cross talk (above all, for the low freques)cie
2. To equalize the frequency response at the focused ear.

The second pointis not really included in the term crodsdahceler, but it is equally important
for a transaural stereo application. The binaural sigrae o reach the ears without alteration.
Therefore, the XTC has to cause a flat frequency response ahthance to the ear channel.

The relation between the binaural input signaland R and the signals at the eardruim
and £, is given in Eg. (3.1). All variables express quantities ie threquency domain. The
dependency ow, however, is omitted for the sake of compactnedsand R are split into
2 x 16 loudspeaker signals in the beamforming stagg.(These2 x 16 loudspeakers signals
reach the ears ovet x 2 Head Related Transfer Functiof;

qr1 4ra
E H H - H r L
1) _ 1,1 2,1 16,1 QZl,z q -,2 . (3.1)
E, Hl,r HQ,T T H16,7“ : : R
qi16  dr16

These transfer paths are also schematized in Fig. 3.3.

binaural singnal | R
l A 4 ; A v
911119, 91, (|42 oo 9116|916

Figure 3.3: The binaural signals are delayed and weighted by the complex fagtoasd
reach the ears via the HRTHFS; ;. The overall transfer functions are derived
by superimposing these weighted HRTFs.

With the definition of a composite transfer matrix
ql,l QT,l
T, T, Hy; Hy; --- Hig , r,
T — i 1) _ 1,0 2. 16,1 QZ.2 q. 2 ’ (3.2)
ﬂr Trr Hl,r HQ,T e H1677' . .

qi16  4r16
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(1))

The XTC matrixC is applied to the input signals and R

(1) -7ea)

in order to achieve the desired ideal transmission

equation (3.1) simplifies to

TC =1,

wherel is the identity matrix. Thus,
c=1"

The calculation of the XTC matrix bears 2 problems:
1. The transfer matrif" has to be identified.

2. This transfer function matrix has to be inverted.

ad 1.

46

(3.3)

(3.4)

(3.5)

(3.6)

The transfer matrix is derived over the multiplication oé theamforming weights with the
HRTFs from all loudspeakers to the left and right ear, rebypalg. The beamforming weights

can be calculated with knowledge about the position of tlee asd the loudspeaker array, as it

is deduced in Chapter 2. The HRTFs are derived from a data Basthe following simulations

and measurements, a data base of 36 HRTFs in the horizoated phs been used. The HRTFs
have been measured with a dummy head ihst@ps. Positions between the measured grid are
linearly interpolated in phase and amplitude. To take oBiffé distances into account, suitable

delays and gains are applied on the interpolated HRTFs.
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ad 2.

Matrix inversion is problematic if the determinatit(T) is close to zero. This can be pre-
vented if a biags is added to the determinant. This regularization may beugaqy dependent
like it is shown by Kirkeby and Nelson [1999]. They suggested

det(T)?

det(T) ' = :
O i+ pIAT

(3.7)

whereinH is a filter that determines the frequencies on whickorks. The absolute values of
det(T) have been investigated for 384 head positions withrtd 30° head rotation each. The
head positions correspond to the measurement points of&ka. The lowest values of the
determinant always appeared at 300 Hz where the cross tikgpaqually strong as the direct
path. However, the determinant does not fall under an atesgllue of 0.09, which of course
is no numerical problem for inversion. Still, the deternrmihaan lead to dynamical problems
if the ratio between the highest and the lowest value withenused bandwidth becomes to
large. The beamformer, in general, makes sure that thetgieghs (;; and7,,) have higher
amplitudes than the off-diagonal elements. In the worsésdas depicted in Fig. 3.2), the
cross-talk response can be equally loud as the direct patmestefore, the dynamic range of
T, andT,, needs to be investigated only. Fig. 3.4 shows the level ividgn which a certain
dynamic level is not exceeded.
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Figure 3.4: The dynamic range does not exceed 30 dB in the major part of the working
area. This is a value that ordinary sound equipment should cope with.

The frequency response is bounded within a range of 40 dBsithe whole working area.
If the sound equipment cannot cope with this dynamic rarfgerégularization factof needs
to take values greater than zero. The smallest valug(dfT') was~ ﬁ) Choosing, e.g., &
that is a factor of 10 highepi(= 1), reduces the dynamic of the basses by 20 dB; of course with
the cost of a high pass characteristic in the ear signal.
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3.2 Cross-Talk Cancellation Results

The influence of the XTC filter on the sound field is shown in RBg. Besides the expected
beam, a strong SPL attenuation at an interaural distanckecahserved.

WDSB with XTC
NN NNNNNNNNNNNNSNNRNN

180
160
140
120
g 100

150 100 50 0 -50 -100 -150

Figure 3.5: The sound field of the Transaural Beamformer shows a strong SPL atlitamu
at an interaural distance from the focused point.

Concerning the transfer functions, three factors are inapbtb render a correct transaural
signal:

1. Aflat frequency response at the focused ear.
2. A high channel separation.

3. Auniform group delay of the transmitted energy. The tfanfinction to the focused ear
should not only have a flat frequency response, but also & pkéstemporal behavior.
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Fig. 3.6 shows the improvement on the situations depictdeign 3.1 and 3.2 due to the
cross-talk canceler. The frequency response has a rippiessfthan 5dB and the channel
separation is larger than 10 dB for all frequencies.
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Figure 3.6: Frequency responses after XTC. Two effects can be observestlyfFihe
channel separation is much larger, also for the low frequencies anddigco
the frequency response at the focused ear is equalized.

For both cases, the temporal behavior (shown in Fig. 3.74a)l&e like and mainly deterio-
rated by the band pass filter from 300 to 2500 Hz.

binaural impulse

0.6 left ear binaural signal
0.4 0.4 — — —right ear binaural signal
0.2 0.2
0
/!
-0.2 o=
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~06 — — — contralateral implulse
9 10 11 12 13 95 10 105 11 115
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(a) For the focused ear, the temporal re-
sponse of the XTC is a pulse. Its
dispersion mainly comes due to the
applied band-pass filter. At the con- sition. There is a small pre-echo in
tralateral ear the impulse response is the right ear binaural signal at 9.5
smeared out and compressed. ms.

(b) A binaural impulse from the left
(90°) was fed to the transaural
beamformer for a central head po-

Figure 3.7: Temporal behavior of the XTC.
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The frequency responses of the transaural beamformer weasured for four head posi-
tions with 0° and 30° rotation each. The positions are mankétg. 3.8. The variations in the
frequency responses are smaller than 6 dB and the chanreghtiep is at least 10 dB for all
positions. The amplitudes of all frequency responses arersin Appendix B. The temporal
behaviors equal the one presented in Fig. 3.7. These resalsatisfactory, however, they vary
with the head position and rotation.

A quality measure is introduced to assess the dependendyesa positions and rotations.
As the temporal behavior looks equally good for all meas@mts) the quality measuég, only
takes the channel separation and the ripple in the frequesppnse into account. The channel
separatiorbPLg; is simply given by the average amplitude difference in dB. Tipple o35,
is defined as the variance of the amplitude over frequencg aMerage channel separation is
14 dB in the worst case and 22 dB in the best case. The varianes\between 1 and 3dB
The two quantities are scaled to match their range and ardadd

1
Q= §SPLdif — 2 03pL.- (3.8)

Of course g2y is desired to be small; as a consequence it is subtractedSRing;.

Until now, only the correct transaural rendering has beersiciered for the quality factor
(1. The excitation of the room, however, should also be takémagcount, as stated in the
introduction. The Spatial Rejection Ratio of the TransaurarB®rmer varies between 11 and
15 dB for the given head positions and has therefore the sageeas the two already considered
(scaled) properties. The quality measg@keincludes the room excitation and is defined as

1
Q2 = §SPLdif — 2 0p;, + SRR. (3.9)
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The results of); and (@, are shown in Fig. 3.8a. It can be concluded that the quality of
the transaural beamformer decreases with the distancethermarray, with the degree of head
rotation and with the distance from the symmetry axis.
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(a) XTC quality. Central positions and 0° head rf) Transaural beamforming quality. The room ex-
tations have the best preconditions for a correctcitation is included in the measure. Beams to
transaural rendering. the close side positions cause little room excita-

tion (see also Fig. 2.16b), that is why the close
side head positions also perform better in terms
of the transaural beamforming qualifys.

Figure 3.8: Evaluated head positions and rotations. Please note that the head positions o
the symmetry axis are coincident for both rotations. They are only displaced
for the representation. The quality of the transaural beamformer desrea
with the distance from the array, with the degree of head rotation and with the
distance from the symmetry axis.



Chapter 4

Resume and Outlook

4.1 Resume

Binaural signals evoke a spatial sound-impression if theyt@nsmitted to the ears directly.

They are used in various virtual- or augmented reality @pgibns, in which they are mostly

played back via headphones. Transaural stereo is a methbdréprocesses binaural signals
in order to play them back over loudspeakers. The preprowess necessary because the
transmission paths from the loudspeakers to the ears wauwiskeca coloration of the binaural

signals. Especially the cross talk from the left binaurghal to the right ear and vice versa
leads to a grave alteration of the binaural signal which insghe spatial impression.

In this thesis, a transaural stereo application with fodssind is introduced. The focusing
bears two advantages. Firstly, it prevents a strong soucithéen of the room, and secondly,
it achieves a better channel separation if the beams amedteethe ears. A focused sound can
be accomplished with an array of loudspeakers. The physiEfhtforward method of sound
focusing is a Weighted Delay & Sum Beamformer (WDSB). It deldeslbudspeaker signals
such that they coincide at a focus point where they are adolestrtictively. The geometrical
properties (i.e. the loudspeaker positions and their cgtdo the focus point) suffice to calcu-
late the delay times and the weights of the WDSB. The WeightddyD& Sum Beamformer
can easily be implemented with a delay line and one mulaglho per loudspeaker channel.
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Superdirective beamformer like the Least Squares- (L8)Mbaximum Energy Difference-
(MED) and the Minimum Variance Distortionless Response (MRjBeamformer have ad-
ditional filters and are traditionally used to produce a sendbeam width (i.e an improved
directivity). They use optimization algorithms to rendee tsound field for a given constraint.
This constraint, however, does not necessarily have to lmeadl seam width. A low sound
pressure in any point of a sound field can be forced. The LStamtMvDR algorithm require
matrix inversion. It turned out that the matrices that arbéddnverted are ill conditioned for
most constraints. Regularization, using singular valu@nhgmsition (SVD), facilitate applica-
ble LS and MVDR solutions. The MED algorithm leads to a eiggmg problem which can be
solved without matrix inversion. However, it demands fdttrat are five times as long as a LS-
or MVDR filter to yield comparable results.

All mentioned beamforming methods were investigated imgeof their spatial pressure
decay, their excitation of the room, their complexity aneithrequency response at the focus
point. Especially, they are compared with respect to thatrtbution to an effective transaural
rendering. The LS- and the MED Beamformer show very good testidirectivity and sound
pressure attenuation, but they do not produce a flat frequessponse at the focus point. In
contrast, the MVDR Beamformer has the constraint of prodpaimty gain at the focus point.
Also the LS Beamformer can be tuned to produce an equalizextrape at the focus point.
However, they do not perform much better than the simple WeDelay & Sum Beamformer.

Finally, it can be concluded that the WDSB is the most feadibdeising method for the
given constraints. Mainly, it benefits from its low proceggsioad and its optimal input / output
relation. Subsequently, the WDSB has been applied to a |eadtsp array with 16 elements
for which the cross-talk cancellation matrix is deducedo®nds of measurements proof the
concept and the functionality of the system. Firstly, thargbfield has been measured with
a microphone array in order to compare it with the simulataahd fields, and secondly, the
cross-talk canceler was evaluated with dummy-head measumts. A channel separation of
at least 10dB could be gained (even for head rotations whieldifficult to handle) and the
variations in the frequency response stay below 5 dB.
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4.2 Outlook

A prototype of the proposed Transaural Beamformer shall biated at the Eurocontrol Ex-
perimental Center (EEC) in Btigny-sur-Orge, France. The prospective evaluation earsc
technical as well as psychological matters. The technigaktions are: Does the Transaural
Beamformer disturb neighboring air traffic controllers; ainchow far does it increase the noise
level in the air traffic control center? The psychologicglexdts concern the concentration of
air traffic controllers and its consequence on the errorgren. Commonly, air traffic con-
trollers use stereo headphones whereas one channel isakesidor the pilots of the air crafts
and the other one for controllers of neighboring air-spasas. In contrast, the Transaural
Beamformer produces spatialized sound, which makes the amngression much more natu-
ral than this conventional stereo separation. In the etialugit should be investigated if the
increase of comfort also leads to an increase of concemtratid if the spatial separation of the
communication partners can reduce communication mistakes

Listening test at the Institute of Electronic Music and Astics will evaluate the perception
of the transaural signals. In particular, it will be invgstied if the virtual sound sources are
located correctly and if their spatial distribution helpgistinguish between one from another.

Air traffic control communication suffers from a low bandwicbf 300 to 2500 Hz and ad-
ditive transmission noise. The intelligibility of speecinchbe improved by artificial bandwidth
extension as proposed by $dbr [2008] as well as by multi-band compression (Doguez
[2009]). Both methods can easily be integrated into the systiethe Transaural Beamformer.
The Transaural Beamformer itself benefits from the low badtwas it reduces the risk of spa-
tial aliasing. It also has an positive influence on the ctaliscanceler. The cross-talk canceler
Is based on Head Related Transfers Functions (HRTFs). Inrgletizese HRTFs are unique
for every human as they depend on the geometry of ear, heatbesad The individuality of
this geometries, however, has above all influence on highquéncies. On the one hand, it can
therefore be assumed, that the HRTFs, measured with the gumaad, will be good enough
to provide accurate spatialized audio. On the other haralges the questions, if the HRTFs
could not be modeled analytically. This would reduce the wmsnallocation of the system,
as the HRTF data base could be omitted. Finally, further beaning methods can be inves-
tigated, like for example the MVDR Beamformer with White NofSain constraint that was
proposed by Mabande et al. [2009].



Appendix A

Comparison of the SPL Distribution of
the Different Beamformers

The pressure attenuation of the beamformers are shown indsha Fig. A.1to A.7. The cut-
off frequencies are logarithmically spaced to considersiesitivity of the ear. It can be seen
that the LSB and the MVDRB loose their steep decay towardsdlok bnd at low frequencies
if SVD regularization is applied. As it is shown in Fig.2.24e SVD has the strongest impact
on these low frequencies. It can be concluded that it is eémi¢he optimization methods to
cause a narrow beam than a beam that has to decay towardskhenk
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Figure A.1: Simulated WDSB in 3 bands. The beam width decreases with the frequency.
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Figure A.2: Least squares beam. The beam has a steep decay towards the back.
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Figure A.3: LSB with SVD regularization. There is a shift of weights to the high frequen-
cies. The beam is still narrow, but does not decay as fast towardsahemd
as the LSB without regularization.
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Figure A.5: MED beam. The tuning factar was set to get a trade off between the WDSB
and the LSB. There is a suppression of low frequencies, but not@awgysis
for the LSB with SVD regularization.
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Appendix B

Freqguency Responses of the Cross-Talk
Canceler

The cross talk of the Transaural Beamformer was measuredimmpfasitions with0° and30°
head rotation each. These positions are marked in Fig.318.ffEquency responses of these
measurements are presented in the following.
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Figure B.1: XTC frequency responses for the close head positions and 0° hiegidmo
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Figure B.2: XTC frequency responses for the close head positions with 30° hé&attbro
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