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Abstract

This thesis researches practice-motivated organization of digital audio in the context of
sound-based music, including modeling, structuring, characterization, and visualization.
It is based on two main keystones: first, the perceptual orientation of those techniques,
and second, the focus on textural sound material.

I propose a model for the compact representation of textural sound, incorporating psy-
choacoustically informed timbral and micro-temporal aspects. A simple distance function

supports the application of algorithms for search and retrieval, and clustering and classifi-
cation. This technique is demonstrated in the context of an artistic audiovisual installation.

Utilizing this model, I explore structure discovery in digital audio, covering segmen-
tation into slices of coherent content and semi-automatic identification of representative
sound materials. These techniques are useful for quickly surveying audio data, or for
preprocessing musical material. The method is evaluated against examples of music an-
notation for two well-known works of electroacoustic music.

A central topic of the thesis is the inquiry into perceptually meaningful descriptions

of textural sounds. The repertory grid interview technique has been used to elicit bipolar
personal constructs representing relevant characteristics. A subsequent large-scale online
survey has been conducted to refine and evaluate those descriptions.

Building on these findings, I have developed computable audio descriptors capable
of measuring the most significant of the previously elicited perceptual qualities. The de-
scriptors have been tuned using results of the previous survey to match human perception
targeting either for individual accuracy or for mutual independence.

Finally, I propose a visualization strategy for textural sounds described by the same
perceptual qualities. The intuitive, map-like appearance is appropriate for screen-based
sound browsing interfaces. Its suitability has been verified through another large-scale
online survey. A prototype online sound browser application has been developed for the
purpose of illustration.

Keywords: Computer Music, Textural Sound, Auditory Perception, Music Information
Retrieval, Machine Listening, Machine Learning, Visualization.
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Kurzfassung

Diese Dissertation untersucht die praxisorientierte Organisation von digitalen Klängen in
klangbasierter (sound-based) Musik, in Bezug auf Modellierung, Strukturierung, Charak-
terisierung und Visualisierung. Sie basiert auf zwei Grundpfeilern: einerseits der Wahr-

nehmungsorientierung dieser Techniken, und andererseits dem Fokus auf texturhaftem

Klangmaterial.
Zunächst schlage ich eine Methode für die kompakte Modellierung von Tex-

turklängen vor, die psychoakustisch informierte spektrale als auch mikro-zeitliche Aspek-
te berücksichtigt. Ein einfaches Distanzmaß unterstützt die Anwendung von Algorith-
men für Suche und Retrieval, sowie Clustering und Klassifikation. Die Methode wird im
künstlerischen Kontext als Bestandteil einer audiovisuellen Installation demonstriert.

Unter Verwendung dieses Modells untersuche ich Verfahren zur Strukturerkennung in
digitalem Klang, konkret die Segmentierung in Stücke kohärenten Inhalts und die halb-
automatische Erkennung von repräsentativen Klangmaterialen. Diese Techniken sind
nützlich, um sich schnell einen Überblick über Audiodaten verschaffen zu können, oder
auch zur Aufbereitung von musikalischem Material. Die Verfahren werden im Vergleich
mit zwei beispielhaften Annotationen von bekannten Werken elektroakustischer Musik
erprobt.

Die Ermittlung von wahrnehmungsorentierten Beschreibungen texturhafter Klänge
bildet ein zentrales Thema der Arbeit. Die Repertory Grid Interviewtechnik wurde einge-
setzt, um bipolare persönliche Konstrukte ausfindig zu machen, die verschiedene relevan-
te Klangeigenschaften bezeichnen. Anschließend wurden diese Beschreibungen mit Hilfe
einer groß angelegten Online-Umfrage weiter verfeinert und evaluiert.

Aufbauend auf diesen Ergebnissen wurden berechenbare Audio-Deskriptoren entwi-
ckelt, welche die signifikantesten der zuvor ermittelten Beschreibungen abbilden. Um der
menschlichen Wahrnehmung zu entsprechen, wurden diese Deskriptoren mit Hilfe von
Ergebnissen der vorigen Umfrage optimiert, mit einem Fokus entweder auf individuelle
Genauigkeit, oder auf Trennschärfe zwischen verschiedenen Qualitäten.

Schließlich stelle ich eine Visualisierungsstrategie für Texturklänge vor, die durch die
selben wahrnehmungsorientierten Qualitäten gelenkt wird. Die intuitive, landkartenartige
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Darstellung eignet sich zum Erkunden von einzelnen Klängen und Klangsammlungen
mit Hilfe von bildschirmbasierten Browser-Interfaces. Ihre Tauglichkeit wurde durch eine
weitere groß angelegte Online-Umfrage belegt. Zur weiteren Veranschaulichung wurde
ein prototypischer Online-Klang-Browser entwickelt.
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Chapter 1

Introduction

1.1 Approach

When setting out on this research, I had in mind several topics directly relating to my
own artistic practice as a composer and performer using digital instruments for music cre-
ation. The deeper I dug into the matter, the more I realized how much ground there is
still to cover regarding the very foundations of my use of technology. That is why this
thesis is based on fundamental research on inherently technological issues. The fram-
ing of the individual topics, however, is essentially non-technological: it is the intricate
relationship between the composer/performer, his/her instruments, and the musical ma-
terial under consideration. In this spirit, the research presented can be characterized as
practice-led, because the individual topics would very likely not have been formed with-
out the connection to musical practice.

Most of my musical work is situated in the context of sound-based music (see Sec-
tion 1.2), specifically sample-based music, which means that the musical material consists
of recorded or found (appropriated) sounds. The – usually recursive – process of music
creation and interaction with musical material in this domain can be broken down into a
few major steps of sound organization, which may be repeated ad infinitum:

• Finding and preparing musical material

• Characterizing and ordering musical material

• Restructuring and arranging musical material

All of these steps are taken with the underlying artistic concept in mind, starting from the
sources of musical material, to the perspective chosen for characterizing it, and – self-
evidently – to the final structuring of musical elements in the context of composition or
live performance.
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The domain of sound and music computing offers a wealth of powerful tools for treat-
ing digital sound material, although these are predominantly oriented towards paradigms
of technology as well as the idiosyncrasies of the respective technological methods ap-
plied. For both musical composers and performers, it would be highly desirable to have
means available in their everyday practice for handling musical material in more accessi-
ble and intuitive ways, oriented towards the principles of human perception. In this spirit,
my central research questions were:

How can digital sound material be described by the criteria of human percep-
tion?

How can the above-mentioned fundamental steps of music creation in the
context of sound-based music practice be supported by perceptually informed
tools?

The notion of human perception was considered at two different levels: First, at the level
of sensory perception in Chapters 2 and 3, informing signal processing methods in terms
of psychoacoustic principles, and second, at the higher level of perceptual metaphors and
cross-modal interactions in Chapters 4, 5, and 6, when characterizing and visualizing
audio content in an intuitive manner as guided by subjective personal constructs.

For the scope of this thesis I chose to restrict the range of sound material under con-
sideration to textural sounds, as introduced in Section 1.3. This is partly because textural
sounds constitute a large part of the author’s sound library, but also because it is an impor-
tant class of sounds for musical composition and sound design for films and video games.
Even more importantly, the absence of temporal evolution in these sounds relieves us of a
number of degrees of freedom and narrows down the field of research, rendering several
aspects (such as the elicitation of perceptual qualities in Chapter 4) accessible. Neverthe-
less, the remaining complexity in textural sound is still considerable, and various aspects
of making it more manageable in the context of musical creation constitute the bulk of
this dissertation. Section 1.8 describes some of the artistic projects dealing with textural
sound material, which have influenced this research, or conversely, which have profited
from findings thereof.

Corness (2008) illustrates musical experience using the ideas of philosopher and phe-
nomenologist Maurice Merleau-Ponty, who “argues that our perception makes us both
object and subject at the same time. He describes this dual state as being both a thing
among things and that which sees and touches and refers to this key idea in his philos-
ophy of embodiment as reversibility. [. . . ] Although he expresses his idea in terms of
vision, in terms of the seer (being) seen, his argument can be extended to include sound,
becoming: to engage the world as one both hearing and being heard.” This reciprocal

2



interaction with the world is not only the central theme of the audiovisual 1/space instal-
lation presented in Section 2.5, but it pervades the conceptual background of much of my
artistic work developed during the last few years.

Its impact therein is two-fold: On the one hand it sheds light on the composer’s inter-
action with sonic material (cf. Section 1.2), represented by perception and manipulation,
as discussed in Section 1.4.

On the other hand, the concept of reversibility also influences the relationship between
the live performer and the performance space, including the audience, fused together into
the holistic concept of musicking (Small, 1998). Accordingly, Section 1.5 gives a short
outline of how the research presented in this thesis is contextualized in musical instrument
design and performance practice.

1.2 Sound-based music

The term sound-based music may at first sight appear as a pleonasm, because what is
music other than sounds? At least for Western classical music, however, the definition
would commonly be less general, and lean towards notes – as parts of a score to be played
by acoustic, orchestral instruments – as the constitutive building parts. The score is not
uncommonly viewed as the ‘true location’ of the musical work, and the ability to read
and write music in units of notes is regarded an indispensable skill for a composer (cf.
Delalande, 2007). Evidently, the advent of sound recording and electronic technology has
led to a considerable broadening of potential musical material, by for instance allowing
the creation of sounds ex nihilo without any connection to traditional acoustic instruments
(cf. Elektronische Musik, Meyer-Eppler, 1949), or the use of sampling for manipulation
and replaying previously stored sounds as advanced by the Musique Concrète (Schaeffer,
1952) movement. These developments have mitigated the significance of the note as the
unit measure of music, at least from the perspective of contemporary music creation. In
order to make clear the demarcation with traditionally note-based music, Landy (2007)
has advocated the use of the term sound-based music for “the art form in which the sound
and not the musical note is the basic unit.”1 The conceptual distinction emphasized by
Landy between John Cage’s view, that music “is available anywhere, at any time, as long
as people are willing to listen”, and Edgard Varèse’s definition of music as ‘organized
sound’ is less relevant for the scope of this thesis. Aspects of both stances are implicitly
involved: Cage’s perspective with the processing of environmental sounds in Chapter 2
and Varèse’s with the annotation of musical structures in Chapter 3.

1http://www.ears.dmu.ac.uk/spip.php?rubrique1397, retrieved 2012-05-23
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Two forms of sound-based music are especially important in the context of the re-
search at hand: acousmatic music2 and soundscape composition, as embodied in the ac-
companying artistic works (see Section 1.8). “What acousmatic music and soundscape
composition share is the primacy of listening [. . . ]. Where they diverge is more of a
matter of emphasis regarding the role of context. Electroacoustic3 music recognises the
abstracted aspects of its language while acknowledging its movement towards some point
of absolute abstractness, whereas soundscape composition begins in complete contextual
immersion and moves towards the abstracted middle ground” (Truax, 2008). Accordingly,
except for the audiovisual installation 1/space featured in Chapter 2, which represents a
generative soundscape composition drawing from environmental sounds, the other artis-
tic projects (and the majority of musical works by the author) represent various forms
of acousmatic music. The importance of the listening experience, constitutive for both
musical genres, does not only influence the artistic concepts of said works. Together with
other modalities of perception (see also Section 1.4), it informs the individual research
topics as derived from artistic practice.

1.3 Textural sound

Textural sound is the main subject of investigation throughout this thesis, examined from
different perspectives and analyzed with different objectives and methods.

Within the framework of spectromorphology (Smalley, 1997), a listener-centered
toolset for the description of sound-based music, texture appears as one fundamental
formative principle of musical structure, inextricably paired with gesture, with the two
usually existing in “some kind of collaborative equilibrium. Where one or the other dom-
inates in a work or part of a work, we can refer to the context as gesture- carried or
texture-carried”. While gesture is “concerned with propelling time forwards, with mov-
ing away from one goal towards the next goal in the structure”, texture, on the other hand,
“concentrates on internal activity at the expense of forward impetus”.

The notion of texture is by no means restricted to the area of sound. Apart from
music, it appears in many different domains, such as food, images, crystallography, etc.
Its etymological origin from Latin textura, “a weaving, web, texture, structure”4 already
suggests a kind of complex iterative structure. In the sonic domain, several working
definitions illustrated by many examples have been given in the literature. Strobl et al.
(2006) distinguish five source categories for textural sound: Natural sounds (fire, wind,

2a form of electroacoustic music “where the sources and causes of sound-making become remote or
detached from known, directly experienced physical gesture and sounding sources” (Smalley, 1997).

3i.e. acousmatic, in this context
4http://en.wiktionary.org/wiki/texture, retrieved 2012-05-14
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and water such as rain, waterfalls, ocean), animal sounds (sea gulls, crickets, hum), hu-
man utterances (babble, chatter), machine sounds (buzz, whir, hammer, grumble, drone,
traffic), and activity sounds (chip, sweep, rustle, typing, scroop, rasp, crumple, clap, rub,
walking).

In the context of this thesis, we will adhere to an early definition given by Saint-
Arnaud (1995), and also used in the review articles of Strobl et al. (2006) and Schwarz
(2011). It is illustrated by an analogy drawn from everyday life:

A sound texture is like wallpaper: it can have local structure and randomness,
but the characteristics of the structure and randomness must remain constant
on the large scale.

This illustration can be deconstructed into the five points of the following definition
(Saint-Arnaud, 1995):

• Sound textures are formed from basic sound elements, or atoms.

• Atoms occur according to a higher-level pattern that can be periodic, random, or
both.

• The high-level characteristics must remain the same over long time periods.

• The high-level pattern must be completely exposed within a few seconds (‘attention
span’).

• High level randomness is also acceptable, as long as there are enough occurrences
within the attention span to make a good example of the random properties.

Figure 1.1 delineates the temporal properties of sound textures by plotting the ‘potential
information content’ conveyed against time. The constant long term characteristics of
textural audio translate into a flattening of the curves in the long run. This aspect is used
in Chapter 2, where we build on the property of stationarity for compact representations.

Textural characteristics can appear at quite different time scales, which can be seen
from German composer Helmut Lachenmann’s 1970 definition of Texturklang (German
for ‘textural sound’) in the context of score-based instrumental composition. His argu-
ments are quite comparable to those given above, such as: “The inherent time is no
longer experienced as a process, but rather as an arbitrarily extendable state.”5, which
corresponds to the notion of stationarity. An excerpt from György Ligeti’s composi-
tion Apparitions (1958/59) for orchestra (see Figure 1.2) is identified as an example of

5German original: “Eigenzeit [wird] nicht mehr als Prozeß, sondern als beliebig verlängerbarer Zustand
erlebt” (Lachenmann, 1970). Translated by Eric Arn.
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2.2 Working Definition of Sound Textures 

First Time Constraint: Constant Long-term Characteristics 

A definition for a so~und texture could be quite wide, but we chose to 

restrict our working definition for many perceptual and conceptual 

reasons. First of all, there is no consensus among people as to what a 

sound texture might be; and more people will accept sounds that fit a 

more restrictive definition. 

The first constraint WC! put on our definition of a sound textures 

is that it should exhibit similar characteristics over time; that is, a 

two-second snippet of a texture should not differ significantly from 

another two-second snippet. To use another metaphor, one could say 

that any two snippets of a sound texture seem to be cut from the 

same rug [RIC79]. A sound texture is like wallpaper: it can have local 

structure and randomness, but the characteristics of the structure and 

randomness must remain constant on the large scale. 

This means that the pitch should not change like in a racing car, 

the rhythm should not increase or decrease, etc. This constraint also 

means that sounds in which the attack plays a great part (like many 

timbres) cannot be sound textures. A sound texture is characterized 

by its sustain. 

Figure 2.2.1 shows an interesting way of segregating sound tex- 

tures from other sounds, by showing how the “potential information 

content” increases with time. “Information” is taken here in the cog- 

nitive sense rather then the information theory sense. Speech or 

music can provide new information at any time, and their “potential 

information content” is shown here as a continuously increasing 

function of time. Textures, on the other hand, have constant long 

term characteristics, which translates into a flattening of the potential 

information increase. Noise (in the auditory cognitive sense) has 

somewhat less information than textures. 

FIGURE 2.2.1 Potential Information Content of A Sound Texture vs. Time 

content 

speech 
music 

sound texture 

noise 

b 

time 

Sounds that carry a lot of meaning are usually perceived as a 
message. The semantics take the foremost position in the cognition, 

downplaying the characteristics of the sound proper. We choose to 

work with sounds which are not primarily perceived as a message. 

Chapter 2 Human Perception of Sound Textures 24 

Figure 1.1: Potential information content of a sound texture vs. time (taken from Saint-
Arnaud, 1995).

a Texturklang and commented on as follows: “It is clear that this sound type can only
inadequately be represented by a schematic illustration, for its characteristics lie in the
arrangement, or alternatively ‘disorder’ of the available elements, differing from case to
case. A schematic illustration [like the one given in Figure 1.3] of the Texturklang must
suffice to show the unpredictability, and at the same time the structural irrelevance, of
detail compared to the overall statistical properties.”6 In Chapter 3 we utilize a concep-
tually comparable schematic representation as the basis for a compact model of textural
sound – combined with the insight that textural characteristics can be present on any time
scale – to devise a method for segmentation of musical material.

It should be noted that the common notion of texture in score-based music is consid-
erably different from the one discussed above. In the traditional context, the term refers
to sound aspects of musical structure which “may apply either to the vertical aspects of a
work or passage, for example the way in which individual parts or voices are put together,
or to attributes such as tone colour or rhythm, or to characteristics of performance such as
articulation and dynamic level.”7

1.4 Perception and action

Although the title of this thesis features only perception, it is clear that in the context of
artistic practice the notion of creation, involving human action, is at least as important.

6German original: “Es ist klar, daß dieser Klangtyp [. . . ] nur unzulänglich durch eine schematische
Darstellung ausgedrückt werden kann, denn sein Typisches liegt ja eben in der von Fall zu Fall verschiede-
nen Anordnung beziehungsweise ‘Unordnung’ der vorhandenen Elemente. Eine schematische Darstellung
des Texturklangs muß sich damit begnügen, die Unvorhersehbarkeit und zugleich die strukturelle Irrelevanz
des Details gegenüber den statistischen Gesamteigenschaften sichtbar zu machen” (Lachenmann, 1970).
Translated by Eric Arn.

7Grove Music Online. Oxford Music Online. http://www.oxfordmusiconline.com/subscriber/
article/grove/music/27758, retrieved 2012-05-22
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Figure 1.2: György Ligeti, Apparitions, score page 19, detail (as used in Lachenmann,
1970).

Figure 1.3: Schematic transcription of the Texturklang identified in György Ligeti’s Ap-
paritions (from Lachenmann, 1970).
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That said, in the last decades scholars have more and more supported the idea that per-
ception and action are inseparable, or even more radically, that perceiving is a way of
acting. Noë (2004) argues that “all perception is touch-like in this way: Perceptual ex-
perience acquires content thanks to our possession of bodily skills. What we perceive is
determined by what we are ready to do. [. . . ] [W]e enact our perceptual experience; we
act it out.” Consequently, the ability to perceive in this way “not only depends on, but
is constituted by, our possession of [. . . ] sensorimotor knowledge.” Clarke (2005) sub-
stantiates that, “[p]erception is essentially exploratory, seeking out sources of stimulation
in order to discover more about the environment. This operates in so many ways and so
continuously that it is easy to overlook: we detect a sound and turn to it; we catch sight
of an object, turn our eyes to it, lean forward and reach out to touch it; [. . . ] Actions lead
to, enhance, and direct perception, and are in turn result of, and response to, perception.
Resonance is not passive: it is a perceiving organism’s active, exploratory engagement
with its environment.”

The way of looking at perception and action as being in resonance was contributed
by Gibson (1966) with his ecological approach:

“Instead of supposing that the brain constructs or computes the objective in-
formation from a kaleidoscopic inflow of sensations, we may suppose that
the orienting of the organs of perception is governed by the brain so that the
whole system of input and output resonates to the external information.”

According to Windsor (1995), “[t]he core of Gibson’s contribution lies in the way in
which perception is seen as a continuous and mutual relationship between organism and
environment.”

This resonance involves all senses, as “[o]bjects and events in the environment typ-
ically produce a correlated input to several sensory modalities at once. The perceptual
system may disambiguate and maximize the incoming information by combining inputs
from several modalities” (Evans and Treisman, 2010) – a phenomenon known as sensory

integration or cross-modality (cf. Calvert et al., 1998). Feature correspondence can hap-
pen between any different sensory inputs, but correlations between the auditory and visual
senses have been studied most extensively. See Chapter 6 for more detail.

Perceptions are often qualified using inter-sensory metaphors (cf. Delalande, 2003),
e.g. when speaking of rough and smooth sounds (cf. Chapter 4). Marks (1996) sees
such metaphors as reflecting ‘natural’ correspondences, rather than ‘conventional’ (i.e.
learned) ones. This view is backed by experiments showing evidence of several cross-
modal similarities being already present at birth or soon thereafter, thus preceding the
development of language. Clarke (2005) argues, that “[w]hat is important is to consider
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what is directly specified by environmental information – not what a perceiving organism
can interpret in, or construct from, a stimulus. The shape, mass, reflectance, density, and
texture of a physical object directly determine the stimulus information that it gives off
in different sensory domains when it is illuminated, struck, heated, scraped, blown with a
stream of air, etc.”

In the auditory domain, information from other senses (e.g. images) pertaining to the
mechanisms of sound production is of particular relevance. This is where Liberman and
Mattingly (1985) anchor their motor-theory which proposes the existence of invariants

between sound perception and sound production, specifically for speech. The claim of
this theory is “that the objects of speech perception are the intended phonetic gestures
of the speaker, represented in the brain as invariant motor commands.” Godøy (2003)
modifies this concept of mental representation to simulation, introducing the concept of
motor-mimesis. It “translates from musical sound to visual images by a simulation of
sound-producing actions, both of singular sounds and of more complex musical phrases
and textures, forming motor programs that re-code and help store musical sound in our
minds.”

The significance of such motor-mimetic mechanisms is easily understood considering
training and performance with traditional musical instruments (cf. Godøy, 2004; Godøy
et al., 2006), which are tangible objects of the physical (ecological) world. Moreover,
Godøy (2006) describes how this imagining can be expanded to disembodied, that is,
acousmatic musical objects in the sense of Pierre Schaeffer’s (1966) ‘objets sonores’
(sonorous objects). The resultant concept of gestural-sonorous objects perfectly estab-
lishes the link between cross-modal experiences gained from the every-day ecological
world and the abstract structures of sound-based music.

In this thesis, perceptual mechanisms come into play at two different levels. In Chap-
ters 2 and 3, we build on psychoacoustic algorithms to model low-level perceptual pro-
cesses. Starting in Chapter 4, with the elicitation of personal constructs describing high-
level, metaphoric qualities of sound, we move to the level of ecologically-informed per-
ception. Not only do the subjects of the experiments relate to their everyday listening
experiences, we also employ such information when filtering the results by partly resort-
ing to the implied meaning of the constructs, which can be seen as grounded on “the
dynamic relationship between a perceiving, acting organism and its environment” (Wind-
sor, 1995). Chapter 5 and 6 finally exploit cross-modal mechanisms, first by guiding the
derivation of mathematical algorithms to measure the above qualities, and then directly
informing translation strategies from the auditory to the visual domain, for novel musical
interfaces.
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1.5 Digital musicking

I have always been fascinated by a seeming mismatch present in computer-based music
performance: On the one hand, one is confronted with this layer of abstraction (or, even
literal, screen) between a musician’s intentions and actions and the bodiless software
tools provided by the computer, eventually making one feel detached from musical action,
which is often witnessed as a disconnect (Armstrong, 2006). For a performer using digital
instruments, this can be a constant source of annoyance and tension, when struggling to
keep up with the agility that trained ‘analog’8 musicians play their acoustic instruments
with. On the other hand, this detachment from physicality opens up a vast conceptual
space, unrestricted by the ecological conditions that shape our everyday perceptions and
actions (cf. Section 1.4 and Gibson, 1977) in the material world – a space where musical
instruments are no longer defined by their material properties, but where they can become
epistemic tools or cognitive extensions (Magnusson, 2009).

The desire to overcome the disconnect, for “the technology to truly ‘become
me”’ (Ihde, 1990), is ultimately fulfilled in the notion of embodiment, where the de-
scribed disconnect essentially vanishes through the use of suitable interface concepts and
technologies. “First, the technology must be technically capable of being seen through; it
must be transparent. I shall use the term technical to refer to the physical characteristics
of the technology. Such characteristics may be designed or they may be discovered. [. . . ]
If the glass is not transparent enough, seeing-through is not possible. If it is transparent
enough, approximating whatever ‘pure’ transparency could be empirically attainable, then
it becomes possible to embody the technology. This is a material condition for embodi-
ment.” (Ihde, 1990). However, total transparency/total embodiment might not be desired,
for “it would be equivalent to there being no technology, for total transparency would be
my body and senses” with nothing gained through the use of the tools.

Obviously, the level of detachment, or extent of the disconnect, is a variable that needs
to be adjusted, fitting a specific interface design. In fact, Coyne et al. (2004) strongly ad-
vocate resisting the seamless interface: “In contrast to this ambition towards the smooth,
there are numerous examples of tools and technologies the use of which seems to rely on
the obviousness of the seam, a conspicuous and distressed relationship between the per-
former and instrument. Tools, technologies and apparatuses (analogue) used in painting,
sculpting and music performances are often uncompromising when it comes to a poten-
tial merge with the human. A violin or cello can be likened more to an instrument for
discipline, than a harmonious continuation with human agency. There seems to be little
impetus to develop a violin that blends ergonomically with the player, independently of a

8as opposed to digital, i.e. playing traditional acoustic instruments
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digital frame. Certain tools, like musical instruments, are characterised by a resistance to
the smooth interface.”

The space of possibilities and limits offered by a (musical) interface can be aptly
described using the notions of affordances, the existing “actionable properties between the
world and an actor” (Norman, 1999), and constraints, “encapsulating a defined space for
potential expression”. “Affordances and constraints in musical instruments are two sides
of the same coin, but with a change of focus where affordances point to features that make
things possible and constraints define the limits of the possible. Composing an instrument
therefore implies some degree of affordance design, but the core activity typically involves
the iterative process of experiencing and adopting the system’s constraints.” (Magnusson,
2010). In other words, the effort of shaping the musical interface is intended to be “both a
revealing and a concealing, a masking and an unmasking, [and] perhaps leads in directions
different to a research agenda based on melding the human with the machine.” (Coyne
et al., 2004).

This is the framework within which all the research in this dissertation is situated.
Ultimately, the concepts and technologies involved in the design of a musical system for
composition or performance can only be appraised by practical application, such as the
works mentioned in Section 1.8. Small (1998) proposes a new verb to emphasize the inte-
gral activity of contributing to musical arts: ‘to music’. Its present participle, musicking,
describes “[taking] part, in any capacity, in a musical performance, whether by perform-
ing, by listening, by rehearsing or practicing, by providing material for performance (what
is called composing)”, maybe even by investigating new musical technologies.

1.6 Thesis structure

This thesis contains five core chapters treating self-contained projects which are neverthe-
less closely interlinked with respect to their grounding in the above outlined framework
of sound-based electroacoustic music.

These core chapters are preceded by Chapter 1 (this chapter) which gives an overview
of the author’s general motivation for conducting the research described, and outlines
fundamental concepts used throughout this thesis.

Chapter 2 proposes a model for the compact representation of textural sound, repre-
senting both timbral and micro-temporal aspects of sound. A simple distance function
allows the comparison and grouping of individual instances of sound, which is beneficial
for sound browser applications. The merits of this technique are explicated in the context
of an artistic audiovisual installation.

Chapter 3 builds on said representation for automatic structure discovery in digital au-
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dio, covering segmentation into slices of coherent content, and the semi-automatic identi-
fication of representative sound materials. These techniques are useful for quickly survey-
ing unknown audio data or for preprocessing musical material. The method is evaluated
against examples of music annotation for two well-known works of electroacoustic music.

Chapter 4 presents an inquiry into perceptually meaningful descriptions of textural
sounds. The repertory grid interview technique was used to elicit bipolar personal con-

structs representing relevant characteristics. A subsequent large-scale online survey was
conducted to refine and evaluate those descriptions.

Chapter 5 details the construction of computable audio descriptors capable of mea-
suring the most relevant of the above mentioned perceptual qualities in digital audio. The
descriptors were tuned and evaluated using the empirical data obtained in the previous
chapter.

Chapter 6 presents an approach to efficiently visualizing textural sounds described by
the same perceptual qualities. The intuitive, map-like appearance is perfectly suitable
for screen-based sound browsing interfaces. Its applicability was verified using another
large-scale online survey. A prototype online sound browser application was developed
for the purpose of illustration.

Finally, Chapter 7 concludes the thesis by summing up the main results.

1.7 Publications

The main chapters 2 through 6 are derived from individual published research papers
which have been slightly adapted and enriched to support the general argument.

• Chapter 2: Grill, T. (2010). Re-texturing the sonic environment. In Proceedings of

the 5th Audio Mostly Conference (AM ’10), pages 6:1–6:7, New York, NY, USA.

• Chapter 3: Klien, V., Grill, T., and Flexer, A. (2012). On automated annotation of
acousmatic music. Journal of New Music Research. Forthcoming.

• Chapter 4: Grill, T., Flexer, A., and Cunningham, S. (2011). Identification of per-
ceptual qualities in textural sounds using the repertory grid method. In Proceedings

of the 6th Audio Mostly Conference (AM ’11), pages 67–74, New York, NY, USA.

• Chapter 5: Grill, T. (2012). Constructing high-level perceptual audio descriptors for
textural sounds. In Proceedings of the 9th Sound and Music Computing Conference

(SMC 2012), Copenhagen, Denmark. Forthcoming.
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• Chapter 6: Grill, T. and Flexer, A. (2012). Visualization of perceptual qualities in
textural sounds. In Proceedings of the International Computer Music Conference

(ICMC 2012), Ljubljana, Slovenia. Forthcoming.

Written consent has been expressed by co-authors Volkmar Klien, Arthur Flexer, and
Stuart Cunningham for the partial use of contents published in joint papers within this
dissertation. Parts of the existing publications used in this thesis without additional attri-
bution were conceived and authored by Thomas Grill.

The implementation of the algorithms used methods detailed in two additional joint
papers:

• Velasco, G. A., Holighaus, N., Dörfler, M., and Grill, T. (2011). Constructing an
invertible Constant-Q transform with nonstationary Gabor frames. In Proceedings

of the 14th International Conference on Digital Audio Effects (DAFx 11), pages
93–99, Paris, France.

• Holighaus, N., Dörfler, M., Velasco, G. A., and Grill, T. (2012). The sliced
Constant-Q transform. In preparation.

1.8 Artistic works

As mentioned above, the research presented in this thesis was motivated by personal artis-
tic practice. Related practice-based research may therefore be considered an ancillary dis-
cipline supporting the technological research. The artistic projects listed below inspired
individual inquiries, or they were used to test scientific methods. Some already utilized
techniques developed in the course of the technological research.

• 1/space (2010)9: This audiovisual installation project was the direct motivation and
context for the research on texture modeling treated in Chapter 2. The project itself
is outlined in Section 2.5.

• Points of View (2010/2011)10: A multichannel electroacoustic composition in five
movements which interweaves the sonic space of textural sound characteristics with
the architectural, three-dimensional space of the auditorium. The interactive detec-
tion of representative sound groupings presented in Chapter 3.4 was used during
the composition process to explore hours of available sounds and generated sound
textures for appropriate material. The spectrum of different sounds processed in the

9http://grrrr.org/1_space, last checked 2012-05-10
10http://grrrr.org/points_of_view, last checked 2012-05-10
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composition also served as an inspiration for the exploration of perceptual qualities
of textural sounds in Chapter 4.

• World Construction (2012/2013): This is a series of mixed instrumental and elec-
troacoustic works currently being developed. Its individual pieces will be recom-
positions of various field recordings randomly taken in diary form. The analysis of
the large amounts of environmental audio data makes prominent use of the structure
discovery methods presented in Chapter 3.

• Low Frequency Orchestra plays Robert Lettner: Das Spiel vom Kommen und Gehen

(The Coming and Going Show, 2006–2011)11: “This interdisciplinary cooperation
between the Low Frequency Orchestra12, the media artist Martin Pichlmair and
the artist Robert Lettner, transcends the boundaries of composition, design, inter-
pretation and improvisation. Instead of an ordinary musical score, the performers
consult a score of carefully arranged colored strips for instruction, which emerged
as a byproduct of one of Robert Lettner’s works of art in 1982” (Sperlich, 2010).
The immanent translation process from color-texture scores to electro-instrumental
music served as a starting point for the exploration of cross-modal associations be-
tween visual and sonic textures, as researched systematically in Chapter 6.

• Untours (2011)13: This hybrid composition/improvisation concept was conceived
in cooperation with bass clarinet player Susanna Gartmayer14. It is one example of
several projects of electro-instrumental improvisation involving the use of a sample-
based software instrument. The immediate and intuitive access to digitally stored
sounds is vital for such applications, which were inspirational for Chapters 5 and 6
where fundaments for an envisioned enactive graphical interface for sample-based
music-making are presented.

11http://grrrr.org/kommen_und_gehen, last checked 2012-05-10
12http://lfo.at, last checked 2012-05-10
13http://grrrr.org/untours, last checked 2012-05-10
14http://gartmayer.klingt.org, last checked 2012-05-10
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Chapter 2

Modeling textural sound using
fluctuation patterns

2.1 Motivation

The development of the research in this chapter was closely linked with the concept of
the audiovisual installation 1/space, as outlined below in Section 2.5. The general idea of
1/space is explained in this short excerpt from the project description1:

The audiovisual installation 1/space refers to postulated mechanisms of hu-
man perception, of shaping the external world as a sensory image based on
an internal body of experience. This appears to be reciprocal to the intuitive
conception that the world acts on the human consciousness exclusively from
the outside through the sensory organs.

The visitor of the installation – strolling in the border area between the ex-
changed interior and exterior – becomes a witness of an automatic percep-
tion process carried out by a digital machine. This machine tries to interpret
audiovisual documents of everyday scenes using a limited body of experi-
ence consisting of images and sounds. According to the system’s reciprocity
the presentation of the concrete media contents vanishes to the infinitesimal,
while the fragmentary and imperfect inner perceptions become apparent.

The project implementation realizes the re-creation of the perceived world from a limited
corpus of fixed media elements representing more or less random bits of this world. Since
the media corpus is very incomplete, the machinery is instructed to look for ‘nearest-
neighbor’ elements matching the reference as closely as possible, thus imperfectly piecing
together its image of the world.

1http://grrrr.org/1_space, last checked 2012-05-09

15

http://grrrr.org/1_space


The audio part of this world representation and re-creation is concerned with environ-
mental sounds of all kinds. Adhering to the terminology developed in Denis Smalley’s
theory of ‘spectromorphology’ (Smalley, 1997), we find environmental sound to be much
more texture- than gesture-carried. The notion of gesture is related to changes in energy
and active development, while texture refers to more static or introverted characteristics.
Therefore, in the context of environmental sound, the installation system’s auditory per-
ception mechanisms are primarily concerned with the analysis and modeling of sound
textures, even though individual protruding gestures are embedded in the textural funda-
ment (think of cars passing by or dogs barking). In order to match machine perceptions
to the stored media of the corpus, some feasible representation – a kind of compact ‘fin-
gerprint’ – for textural sound is needed.

The structure of the chapter is as follows: Section 2.2 contextualizes the research. In
Section 2.3, a model for the description of sound textures is developed, which is then eval-
uated in Section 2.4. Section 2.5 describes the artistic application utilizing the developed
techniques. Conclusions follow in Section 2.6.

2.2 Context

For the desired alignment of a corpus of stored sounds with incoming audio, two im-
portant aspects had to be considered: First, a feasible model to represent audio data had
to be found that allowed for a meaningful structural comparison, and second, the data
processing had to happen in a timely manner (i.e. in real time).

Existing approaches to texture modeling found in the literature roughly fall into the
following categories:

• Methods based on statistics of low-level audio descriptors:
Audio features used are Mel-frequency cepstral coefficients (MFCCs), Zero-crossing
rate (ZCR), Spectral flux (SF), Spectral centroid, etc., often combined with Hidden
Markov or Gaussian Mixture Models (HMM or GMM) (see e.g. Peltonen et al., 2002;
Ma et al., 2003; Eronen et al., 2006), similar to other Music Information Retrieval
tasks. However, the literature describes hardly any low-level audio features incorporat-
ing temporal aspects that would be meaningful for textural sound.

• Methods based on multi-resolution signal decomposition:
Textures are composed of temporal and spectral structures on various scales. There-
fore a multi-resolution analysis such as the discrete wavelet transform (DWT) seems
potentially well-suited and has been used by a number of authors. Saint-Arnaud and
Popat (1998), Dubnov et al. (2002), O’Regan and Kokaram (2007) and others worked
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out different ways to model statistical distributions and/or temporal evolvement and
transitions of features.

• Methods based on time-domain signal decomposition:
In these methods, textures are analyzed and segmented by examining the frequency
spectrum as a whole, and eventually recomposed by subsequently concatenating short
audio snippets (grains) according to the model. Hoskinson (Hoskinson, 2002; Hoskin-
son and Pai, 2007) used a segmentation algorithm based on research in speech-
processing and described grain transitions using a Markov model, while Lu et al. (2004)
and Parker and Behm (2004) modelled and re-created textures by inferring recurrent
patterns.

• Methods based on source-filter signal models:
The approaches of Athineos and Ellis (2003), and Zhu and Wyse (2004) implement
cascaded linear predictive coding (LPC) to analyze the signal in both the time and the
frequency domains, along with statistical representation of transient sequences in the
latter case.

The existing literature on texture modeling is mainly concerned with either classifi-
cation (Li et al., 2001; Lu et al., 2002; Eronen et al., 2006) for discrimination between
various classes of sound (such as speech, music, environmental sound, silence), or with
convincing (re-)synthesis, as in sonification and gaming (Parker and Chan, 2003; Dobashi
et al., 2003), or audio restoration applications (Lu et al., 2003), more than with a manage-
able representation of the texture descriptions.

In order to compare and match texture characterizations in the scope of the installa-
tion project at hand, the models should lend themselves to organization within a database
and well-directed retrieval. Direct re-synthesis from the models, on the other hand, is not
as important, as synthesis from stored audio samples associated to the models is equally
feasible (see Section 2.5.2). In order to compare and organize the texture descriptions,
the project was in need of a distance measure, ideally a metric, correlated with percep-
tual similarity. For the above modeling strategies, with the exception of low-level audio
descriptors, this prerequisite was not straightforward to achieve.

2.3 Method

The proposition that for a sound texture, pitch and rhythm should exhibit stationary statis-
tics over the long run, suggests examination of a model for the characterization of audio
that was originally used within the domain of Music Information Retrieval (MIR). For his

17



Power spectrum
1

Modulation amplitude
7

6

Speci�c loudness sensation
[Sone]

PCM sound

2

Critical-band rate scale
[bark]

5
Equal-loudness levels

[Phon]

Sequence of time slices
(1 – 5 s)

4
Decibel
[dB-SPL]

3
Spectral masking

9
 Rhythm pattern

 10
  Typical rhythm pattern

 11
Smoothing �lter

8
Fluctuation strength

Figure 2.1: Overview of the feature extraction process for the fluctuation pattern model
(adapted from Pampalk et al., 2002).

music exploration system ‘Islands of Music’ Pampalk (2001) devised a model he termed
fluctuation patterns (FP) for the description of rhythmic characteristics of ‘songs’, i.e.
whole pieces of music.

The implementation of FP modeling for sound textures follows the procedure ex-
plained in detail in Pampalk et al. (2002) and shown in Figure 2.1.

The analysis process sets out with the generation of a sequence of power spectra (FFT
with 512 bands, windowed and overlapping, step 1) and grouping into 24 critical bands
(step 2), amended by perceptually motivated processing (spectral masking and specific
loudness calculation, steps 3–6). For a sound texture, the resulting spectrogram (see Fig-
ure 2.2, l.h.s.) typically exhibits recurring spectral patterns of a periodic or stochastic
nature over time.

The central idea of the method is that these patterns can be modeled by performing
another series of Fourier transformations (STFT), this time along the time axis of the
spectrogram and for each frequency band, therefore capturing the strength of amplitude
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Figure 2.2: Conversion of a spectrogram to a fluctuation pattern (frame length 3 seconds)
by Fourier transformation along the time axis. The spectrogram represents a recording
of animal sounds. Its periodic peaks around the 18th critical band result in a pronounced
maximum at a fluctuation frequency of about 1.5 Hz.

modulations (i.e. fluctuations, step 7). Additionally, a psychoacoustic model is superim-
posed, accounting for the sensation of fluctuation strength depending on the respective
fluctuation frequency (step 8). By calculating the mean of all the STFT frames over time,
a two-dimensional pattern is obtained, representing a typical fingerprint for a specific
sound texture (Figure 2.2, r.h.s., step 10). This matrix consists of rows corresponding to
frequency bands (i.e. critical bands) and columns corresponding to fluctuation frequen-
cies (typically in the range of 0 to 10 Hz). The individual elements describe the perceived
fluctuation strength.

For the original MIR purposes of characterizing whole musical pieces, Pampalk used
non-overlapping non-windowed 6-second frames for the temporal STFT, averaged over
all. In the case of sound with potentially changing characteristics, a higher temporal
resolution is desirable. Hence, the frame length is kept adjustable (sensible durations
span about 1 thru 10 seconds). This frame length determines the resolution of fluctuation
frequencies, and inversely, of textural changes. The corresponding hop size has been fixed
to 0.2 seconds after some tests. This value influences the number of analyses composing
a model, being especially relevant for short texture excerpts. The upper bound for the
fluctuation frequency has been set to 10 Hz as tests revealed that fluctuation amplitudes
for all tested textures rapidly decrease above this limit.

The distance between two FPs is easily calculated by concatenating each matrix’s rows
to a long vector and computing the Euclidean distance between that resulting vector pair.
In order to perceptually improve the distance measure, Pampalk proposed an additional
filtering step (step 11) to smoothen ‘unwanted’ pronounced features in the FPs. The effect
of this complementary step for texture modeling is assessed in the following.
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2.4 Evaluation

For the evaluation of the FP model for texture characterization in the context of the au-
diovisual installation at hand, I examined modeling a broad variety of 42 environmental
sounds with a duration between 20 and 60 s2. The general sampling rate is 44.1 kHz,
stereo files were mixed down to mono on the fly. RMS3-based normalization of the indi-
vidual FPs was performed to account for varying volume levels.

For one evaluation run, the sequence of FPs of each analyzed textural sound was
randomly shuffled and split into a training set and a test set. The length of each such set
was chosen to be equivalent to half the set length of the shortest texture. Now, for each
of the textures, a model was built by calculating the mean of its training set. This model
was then tested against all the textures’ test sets, to find the best match to the model (i.e.
the nearest neighbor) among all the textures, as determined by the minimum Euclidean
distance. For a perfect model, this best match would represent the model texture itself.
The procedure of shuffling the FP sets, building the individual models, and matching
each with all the test sets was repeated 100 times. The overall percentage of correct
classifications for each texture model was recorded. All the results were compared to
a purely timbre-based classification using Euclidean distances between spectra, omitting
the temporal STFT calculation and subsequent processing steps.

The most influential parameter for the FP model was the analysis length of the tempo-
ral STFT, being crucial for the resolution of fluctuation frequencies, and inversely, for the
temporal resolution of potential texture changes. Table 2.1 and Figure 2.3 show the results
for different frame lengths and variations of the FP modeling process, also compared to
timbre-only analysis. ‘FP, no filter’ represents the basic process as seen in Figure 2.1.

FP frame length 1 s 2 s 3 s 5 s
FP, no filter 68.2% 73.2% 79.0% 85.5%

±2.3 ±2.4 ±2.2 ±1.9
FP, filter 70.3% 77.0% 80.1% 85.0%

±2.4 ±2.2 ±2.1 ±2.0
FP, filter, 71.1% 79.7% 86.5% 90.1%
no fluc. strength ±2.4 ±2.2 ±1.8 ±1.5
timbre only 65.1% 65.6% 72.9% 82.8%

±2.5 ±2.6 ±2.5 ±2.1

Table 2.1: Evaluation of different frame lengths and model variations showing percent-
age (mean and standard deviation) of correct classification for a set of 42 environmental
sounds. (FP hop size 0.2 s)

2The sound files are available online at http://www.archive.org/details/

EnvironmentalSounds, last checked 2012-04-25.
3Root mean square, or quadratic mean
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Figure 2.3: Evaluation of different frame lengths and model variations showing mean
percentage of correct classification for a set of 42 environmental sounds. (FP hop size
0.2 s)

The inclusion of a final filtering step for smoothing the FPs is reflected by ‘FP, filter’.
Leaving out processing of the perceptual fluctuation strength (step 8 in Figure 2.1) yields
another variation on the process, called ‘FP, filter, no fluc. strength’.

Evaluation results show FP-based texture classification to be clearly superior to the
purely timbre-based method, also exhibiting lower variance. The improvement is most
noticeable for frame lengths of 2 and 3 seconds. The suggested post-filtering of FPs
by a smoothing kernel yields minor improvements. Omitting the perceptually motivated
fluctuation strength processing further improves classification accuracy, peaking at about
90% for 5 seconds frame length. As a feasible tradeoff between classification accuracy
and temporal resolution, the FP frame length was fixed to 3 seconds for all further evalu-
ation.

Figure 2.4 shows the rates of correct classification for the individual materials in the
texture set. For the best model (FP with filtering but without consideration of fluctuation
strength) only two candidates fall below 50%. Closer inspection reveals that each of those
textures is confused with one other texture that humans would assess to be fairly similar:
Texture ‘tiere4’ gets mixed up with ‘tiere2’ (both are broadband animal sounds),
while ‘tiere10’ is often confused with ‘env21’ (both containing chirpy bird or insect
vocalizations).

The dimensionality of the FP feature vectors is fairly high with 24× 31 = 744 ele-
ments for a FP frame length of 3 seconds. Calculation times for inter-texture similarity
(Euclidean distances) are correlated O(N) to the vector size, and also the usage of Gaus-
sian models as well as various forms of organization in data structures (e.g. k-d-trees),
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Figure 2.4: Individual accuracy of correct classification for a set of 42 environmental
sounds and different model variations. The results are ordered in decreasing accuracy by
the best overall model (FP with filtering but without consideration of fluctuation strength).
(FP frame length 3 s, hop size 0.2 s)
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Figure 2.5: Evaluation of mean classification accuracy for varying numbers of PCA com-
ponents applied to different FP models on a set of 42 environmental sounds. (FP frame
length 3 s, hop size 0.2 s)

demand much lower dimensionalities well below 100. Therefore the practicality of di-
mensionality reduction using Principal Component Analysis (PCA) (Wold, 1966) was ex-
amined. The PCA transformation matrix was estimated globally over all feature vectors,
using an implementation of the NIPALS algorithm in Python4. Due to the broad variety
within the set of textures, once calculated for specific modeling parameters, this matrix
is expected to be more or less universally applicable to environmental sounds. Figure 2.5
shows the classification accuracies for different modeling variations and varying numbers
of PCA components, again using the set of environmental textures and a FP frame length
of 3 seconds. The component count of 24 corresponds to the number of components (crit-
ical bands) in the timbre-only case. According to these results, a dimensionality reduction
to about 20 components was achieved with accuracy comparable to the non-PCA cases.
The accuracy dropped considerably only for less than 15 components.

2.5 Artistic application

The audiovisual installation 1/space by the author reflects on the mutual interaction of
perception and action, of the perceiving self and the perceived environment, and on the
development of meaning due to the correlations between those. This is realized by an
experimental setup in the form of a digital system performing an audiovisual perception
process of the outside world.

4http://folk.uio.no/henninri/pca_module, retrieved 2012-04-19
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Figure 2.6: 1/space immersive audiovisual environment at Medienkunstlabor|Kunsthaus
Graz/Austria.

2.5.1 Conceptual background

Strolling through the world, we are embedded in a rich sonic environment consisting of
natural sounds such as the sounds of weather or animal vocalizations, sounds originating
from our human activities, be it conversation, work, traffic, music – often related to the
use of technology – and many other sources. The term soundscape, as coined by Schafer
(1977) refers to this accumulation of sounds in an immersive environment, and it is an
intimate reflection of the social, technological, and natural conditions of a specific area. A
human listener, being physically involved in this environment, becomes an active “part of
a dynamic system of information exchange” (Truax, 1984), effectively and involuntarily
taking part in composing the sonic atmosphere. Accordingly, a specific ‘soundscape’ can
be seen as the “acoustic manifestation of ‘place’, where the sounds give the inhabitants
a ‘sense of place’ and the place’s acoustic quality is shaped by the inhabitants’ activities
and behaviour. The meanings of a place and its sounds are created precisely because of
this interaction between soundscape and people.” (Westerkamp, 1991).

The captured reality vanishes into a tiny, glistening spot in the center of the exhibition
space (see Figure 2.7), while attempts to interpret that reality are projected in a cinemas-
copic fashion, as shown in Figure 2.6. A visitor finds herself situated right at the interface
between the machine’s internal associations and the external reality, in a sense taking part
in the machine’s perception processes. No conscious interpretation is attempted by the
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Figure 2.7: 1/space – Central glass pearl with projection of tracked object.

system, it basically tries to bring into agreement the perceived environment with its cor-
pus of experiences in the form of stored sound and images. Hence, there is no narration
or imposed meaning other than that arising from the specific correlations between exter-
nal reality and internal associations due to the perceptual and mediative abilities of the
system.

Correlations between the two environments – the captured one outside and the pro-
jected one within the exhibition space – are established by technological means from the
domains of machine listening and machine vision. The employed methods perform struc-
tural associations between a live audiovisual source signal and a static target image and
sound library in real-time. Since the machine does not perform any signification of con-
tent, this perception process can (for the auditory part) be regarded as a form of listening
which Schaeffer (1966) termed ‘l’écoute réduite’ (‘reduced listening’). More specifically
it relates to the subform of ‘entendre’, representing “a mode of listening that actively
selects, appreciates and responds to particular attributes of sounds” and does “not seek
beyond the sound itself to discover an external object” (Kane, 2007).

2.5.2 Implementation

In this section we focus on only the sonic aspects relevant to the installation. It is worth
noting though that the mechanisms used for the visual parts are similarly concerned with
structural analysis of textural information.

By using the model of fluctuation patterns and subsequent PCA, textures can be char-
acterized with feature vectors of relatively low dimensionality, as shown in the previous
Section 2.4. For the installation 1/space, the association of incoming real-time audio data
and a corpus of stored audio samples needs to be accomplished. The same analysis pro-
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cess is used for the corpus and the real-time data, with the corpus being pre-processed,
and sample data and textural description stored alongside. As suggested by the evaluation
results, a FP frame length of 3 seconds, a FP hop size of 0.2 seconds, and two-dimensional
smoothing are used. The perceptual model of fluctuation strength has not been integrated.
The feature vector is reduced by PCA to 20 components.

With audio data arriving in real time and being modeled by a sequence of FPs, each
of those has to be compared with all the models in the corpus. Although the similarity
calculation can be done relatively cheaply with Euclidean distances, depending on the
size of the corpus, organization of corpus data into k-d-trees (Bentley, 1975), or with
longer feature vectors, searching using Locality Sensitive Hashing (Gionis et al., 1999),
can be advantageous. For the current version of the installation, the corpus size is below
one hour of audio, corresponding to model counts on the order of 10000, therefore being
well manageable using brute-force distance calculation across the whole corpus. In order
to achieve some temporal smoothness within the associated textures, for each analysis
frame the three nearest neighbors in the corpus are calculated. If one of those candidates
is found to be identical to the previous frame, it is held. Otherwise the texture with highest
similarity is chosen for synthesis.

The video and sound generation is performed concurrently: The visual component of
the installations tracks (at most) four focus points, each of which is paired with an audio
stream, spatialized dependent on the focus position. For the audio synthesis, a simple
Concatenative Synthesis (Schwarz, 2004) approach was taken, playing the corpus’ audio
samples as streams of short cross-faded chunks. The four textural streams continuously
move along four independent trajectories in the half-sphere space of the Ambisonics sys-
tem, with movement controlled by the tracked direction of respective visual movement.

2.6 Conclusions

For the characterization of sound textures, the model of perceptually informed amplitude
fluctuation patterns has been adopted from the MIR task of genre classification. Its suit-
ability was examined and found to be superior to purely timbre-based models for texture
classification.

For a collection of environmental sounds a classification accuracy of 85%–90% was
observed, using frame lengths of 5 seconds. With the proposed modifications, the FP
model is also suitable for real-time applications. Its simplicity and compactness (es-
pecially after dimensionality reduction with PCA) compared to other texture-modeling
methods, as well as the existence of a metric for similarity calculation, makes it easily
accessible for clustering applications and organization within databases. Some further
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experiments should still be conducted to assess the perceptual relevance of the employed
Euclidean metric, or to identify other, more feasible distance functions.

The method was field-tested as part of the audiovisual installation 1/space by the
author, exhibited at Medienkunstlabor|Kunsthaus, Graz/Austria in April–May 2010.

Future improvements could tackle the rather poor temporal resolution of several sec-
onds for textural changes by employing a Constant-Q-like transform (Brown and Puck-
ette, 1992), e.g. a CQ-NSGT (Velasco et al., 2011) instead of the STFT along the temporal
axis5. The temporal resolution would thus become non-uniform, proportional to the fluc-
tuation frequency.

5An implementation of this is used in Section 5.3.7. There, the calculation is performed on entire audio
files using a monolithic CQ-NSGT. The examples in this chapter would simply be too big for this procedure.
A real-time capable sliced version of the CQ-NSGT (sliCQ, Holighaus et al., 2012) is still in the works at
the time of writing.
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Chapter 3

Structure discovery in audio using
fluctuation patterns

3.1 Motivation

A key task for electronic music performance and composition based on sampled sounds
is the preparation of sound materials to be used for musical creation. Typically, sound
materials are selected from collections that are already organized using some systematics
(e.g. semantic tagging in the form of meaningful file names describing the content, hints to
the recording date or place, or other metadata using suitable keywords), or originate from
recordings that have been produced specifically for the musical project in development.
Not in all cases are such recordings conducted in a target-oriented manner, but rather
in the form of a ‘running tape’, gathering sounds as they emerge in the studio or the
environment to be tagged, distilled, and organized at a later time, often weeks later. A
post-hoc process of annotation is essential to gain access to specific sound materials of
interest buried in potentially vast expanses of audio data. For such a typical scenario we
can define two main goals of annotation:

• What is the temporal structure of the audio? Where are the sonically coherent parts?

• Which kinds of sounds are present in the audio? Which of those are representative
for the audio? Where are they to be found?

Apart from these main points there are many more additional aspects that an annotator
may be interested in. One could, for instance, wish for a much more involved analysis
including potentially complex (e.g. causal) relationships between sound materials, the
separation of parallel streams, or the connection of sound materials to contexts, ultimately
leading to the attribution of meaning.
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Manual annotation, along with the production of a textual or graphical listening score
that tries to capture certain aspects of the listening experience, is a tedious affair (cf. Hirst,
2006). This is why automated or semi-automated annotation can help by significantly
accelerating the process of annotation. Music Information Retrieval (MIR) has developed
a rich repertoire of algorithms for the analysis of music, specifically also for structure

discovery (see Section 3.3.1 below). Apart from mere acceleration, we expect computer-
based methods to break new ground in musical analysis: Although still guided by human
intentionality (cf. Lesaffre et al., 2004), they provide us with a potentially more data-rich
(cf. Clarke and Cook, 2004) and unemphatic view of the sonic material, against which
the human analyst’s listening experience can be measured, and vice versa. Frisius (2002)
sketched out the implications that machine-aided notation of the listening score will have
on the role reception plays in musical production:

“Music of all kinds, in the context of the related listening experience, will
be described no longer via its abstract visual score, but rather in its concrete
sounding image. All that is audible thus turns into the potential objects of
musical analysis. [. . . ] The relationship between musical reception and pro-
duction will change fundamentally, as soon as music has become analyzable
to a point enabling the analyst not only to describe, but also to experimentally
alter that music.”1

The large majority of the literature on structure discovery is concerned with music
that exhibits a certain grammar (Ong, 2007, section 1.1), in many cases pop music. Many
forms of electroacoustic music, or more general (such as environmental) sound, however,
cannot be assumed to obey the restrictions of such a rule system. Consequently, the rules
of structuring, resp. annotating such sound streams also cannot be precisely predefined,
but are subject to a specific focus of analysis (cf. Smalley, 1997, section on ‘structural
levels’). These fundamental problems of annotation are discussed in detail in Klien et al.
(2012). In the practical implementation of MIR techniques, the necessity of focusing is
reflected in the construction and application of algorithms and their parameters, in par-
ticular audio descriptors that are suited for the computational analysis of targeted audio
characteristics. Manual parameter tuning is not generally seen as a desirable method in
MIR research, which focuses rather on designing algorithms that allow calculations to be
performed over large databases with the specific goal of rendering unnecessary manual

1German original: “Musik aller Art wird, im Kontext der gesamten Hörerfahrung, primär nicht mehr
im abstrakten Notenbild, sondern im konkreten Klangbild beschrieben. Alles Hörbare wird potentielles
Objekt musikalischer Analyse. [. . . ] Das Verhältnis zwischen musikalischer Rezeption und Produktion
kann sich dann grundlegend verändern, wenn Musik mit technischen Hilfsmitteln so weitgehend analysier-
bar geworden ist, daß der Analysierende sie mit seinen Hilfsmitteln nicht nur beschreiben, sondern auch
experimentell verändern kann.” (Frisius, 2002), translation: Volkmar Klien.
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parameter adjustments by human experts in response to the individual musical work or
sound. In the case of acousmatic music, with its fluid concepts and lack of reference to
stable lattices and systematic grids2, this tuning of parameters is not only necessary in re-
sponse to differences in the individual signals to which the algorithm is applied, but also
and most importantly in accordance with the analyst’s analytical intentions.

The methods outlined in the following take a digital audio signal as their point of de-
parture, aiming to help unearth aspects of the human listening experience. This process
is one of interaction between the human analyst and his or her interpretation of the al-
gorithm’s output, trying to find the most correct focus for the intended analysis. In the
original research paper of Klien et al. (2012), we aimed to show that there is a valuable
role which automated annotation can play in the analysis of electroacoustic (resp. acous-

matic3) music. We tried this while disregarding the fact that in itself, it might not be able
to unveil information about individual works that would principally remain beyond the
scope of manual annotation.

That said, in the context of this thesis I am also primarily interested in showing the
merit of these methods in facilitating analysis, specifically for the conditioning of sound
material, and it is found that acousmatic music is representative of very general sound
material. This is because the sound materials used in this music (as opposed to typical
classical or pop music) are generally not restricted to traditional acoustic or amplified
instruments, voices, or specific electronic synthesis algorithms. Materials found in acous-
matic music can rather originate from any conceivable sound source that is also found
in everyday, non-musical sonic environments. Sound materials used in acousmatic com-
positions are often of a pre-structured nature, having been recorded (sampled) – hence,
the internal complexity of such recorded material is folded into the complexity of its de-
ployment in a composition. Consequently, the separation of individual components is
often impossible, or at least dependent on a specific focus (or thresholding) applied to the
process of structure analysis. In this sense, computer-based annotation of acousmatic mu-
sic is essentially comparable to tasks in general Computational Auditory Scene Analysis

(CASA, Wang and Brown, 2007) for everyday sonic environments.
In the following, I present two different practical approaches to automating aspects of

the manual annotation of acousmatic music. Section 3.3 demonstrates how self-similarity
matrices can be utilized for generating structural overviews of audio streams such as entire
musical works or individual sections thereof. Section 3.4 outlines how different groups of
sonic material within the audio (in Pottier’s analysis ‘morphologies’, in Clarke’s analysis

2See Wishart (1996) for a detailed discussion of this.
3Following Smalley’s (1997) definition I refer to electronic (or electroacoustic) music as acousmatic if

it is not traditionally note based, does not rely heavily on the listeners’ understanding of anecdotal content
or their ability to recognize the sounds’ physical origins.
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‘gestural and textural elements’ in his ‘aural taxonomy’) can be identified automatically
once the analyst has identified and isolated individual prototypes of these morphological
groups.

Both of these experimental approaches are based on MIR methodologies and are eval-
uated here by recreating in a partially automated manner certain aspects of two published
analyses of prominent works of the acousmatic music repertoire:

• Pottier’s analysis of John Chowning’s Turenas (Pottier, 2005)

• Clarke’s interactive analysis (Clarke, 2010) of Denis Smalley’s Wind Chimes

These analyses are introduced in the following Section 3.2.

3.2 Two examples of manually annotated music

This section was written jointly with Volkmar Klien for the publication Klien et al. (2012).
It describes the two musical works and annotations that we use to evaluate our attempted
linking of signal based analysis to the human listening experience with the help of per-
ceptually relevant analytical methods. As a matter of fact, the annotations represent rather
different kinds of ‘scores’, one a production score for technical sound synthesis, and the
other a set of listening scores.

3.2.1 John Chowning’s Turenas

As one of the first pieces produced entirely in the digital domain (it was produced in 1972
in the laboratories of Stanford University using the Music IV4 and SCORE (Smith, 1972))
John Chowning’s composition Turenas is one of the most prominent pieces in the history
of early digital music.

The following short structural overview of the piece draws heavily on the analysis by
Pottier (2005), which is published in book form, but also accompanied by an interactive,
multimedia presentation of the analysis’ results online5. For reasons of computational
limitations at the time of its creation the production score to the piece is divided into
seven different score files. The piece itself, according to Pottier, who in the process of
analyzing Turenas was able to refer back to the composer for feedback, is structured into
four sections, forming a relatively symmetrical structure6.

4http://en.wikipedia.org/wiki/Music4, retrieved 2012-04-19
5http://www.ina-entreprise.com/sites/ina/medias/upload/grm/

portraits-polychromes/extraits/chowning/analyse/turenas/turenas_app.html, retrieved
2012-04-19

6For an alternative (drawing rather different conclusions about the piece’s structure) refer to Luis Jure’s
analysis (Jure, 2004)
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Figure 3.1: Turenas, structural overview according to Pottier (2005), time depicted on
x-axis. Numbers correspond to morphologies given in table 3.1.

The introductory and closing sections make use of similar sonic materials (see Fig-
ure 3.1). Similar elements are to be found in the introduction and the closing section of
the piece: “Crystalline percussion, spatialized lines, bells and rich sustained sound. They
precede or, respectively, conclude two melodic canons, both constructed in quite similar
ways. Between the two canons, two melodic and polyphonic parts can be observed: the
first is composed of sustained sounds, originating from an acceleration and from defor-
mations of the canon’s notes; the second, longer than the other, is composed of diverse
percussive sounds of various timbres and leads to a final crescendo, the climax of the
piece.”7 (Pottier, 2005)

From a morphological point of view, Pottier identifies ten different groups of sonic
morphologies, which he orders according to envelope, duration, harmonics, spectrum,
register and modulation (see Table 3.1).

3.2.2 Denis Smalley’s Wind Chimes

Wind Chimes (Smalley, 2004), a piece commissioned by the South Bank Centre in Lon-
don, was premiered in 1987. The composition is mainly produced from recorded sounds.
Clarke (2010) describes the composition’s source sounds: “As the title might imply, the
most significant single source is a set of ceramic wind chimes the composer discovered
on a visit to his native New Zealand in 1985. Other sources extend the sound palette
in various directions with different materials giving them different qualities. Metallic
chimes from Japan and resonant metal bars contrast with a bass drum and sounds from
the interior of a piano (both string sounds and sounds from hitting the body of the piano).
Some sounds were also imported from earlier compositions, Piano Threads and Vortex,

7French original: “Percussions cristallines, lignes spatialisées, cloches et son grave tenu. Ils précèdent
ou concluent respectivement deux canons mélodiques construits de façon assez similaire l’un par rapport
à l’autre. Entre les deux canons, on observe deux parties mélodiques et polyphoniques: la première est
formée de sons tenus provenant d’une accélération et de déformations des notes du canon; la deuxième,
plus longue, est composée de divers sons de percussions de timbres variés et aboutit à un crescendo final,
point culminant de la pièce.” (Pottier, 2005), translation: Thomas Grill
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sound envelope duration harmonics spectrum register modulation
1 percussive short sine none high mod

2a granular long sine none high granular
2b granular long simple little high granular
3a dampened long harmonic little middle beating
3b dampened long harmonic rich low beating
4 percussive short varying varying high –
5 percussive long inharmonic rich middle/low medium/heavy
6 dampened long nasal medium medium beating

7a percussive short inharmonic noisy wide –
7b percussive short harmonic medium wide –
8a dampened medium harmonic medium medium –
8b dampened medium inharmonic medium medium –
9 dampened medium inharmonic rather rich low beating

10 dampened long inharmonic hollow low heavy

Table 3.1: Listing of sound morphologies found in Chowning’s Turenas according to
Pottier (2005).

1 0
2 0’45,5”
3 1’25,7”
4 3’33,9”
5 4’38,5”
6 6’28,5”
7 7’11,8”
8 10’50,8”
9 12’52,5”

end 15’16,5”

Table 3.2: Wind Chimes, begin times of sections (2004 recording) according to Clarke
(2010).

including frequency modulation sounds.”
The reasons for our choice of Wind Chimes as the second composition to test our

methods for automated analysis against are two-fold. Firstly, produced with entirely dif-
ferent technologies, compositional methods and sound palettes it helps to ensure that the
methods presented here do work not only in the overly specific context of one piece in
its individual spectral shaping. Secondly, even though no production score with exact
timing information exists for Wind Chimes, the detailed analyses of Hirst (2006), and
Clarke (2010) allow for testing the algorithm’s results against reliable annotations by hu-
man experts. Clarke identifies ten sections in Wind Chimes which are listed in table 3.2.
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3.3 Structural overview

3.3.1 Related work

It is almost impossible to give an exhaustive account on published work dealing with
structuring of music resp. methods of audio segmentation. A broad overview of various
concepts and techniques can be found in Ong (2007).

To begin with, considering musical works, one must distinguish between the structure
of a piece that a composer had in mind when composing it (as conveyed by a potentially
existing production score) and the structure of the same musical piece as it is performed by
musicians and/or projected by loudspeakers and perceived by a listener. Within the scope
of this research, we are interested in the perceptual aspects rather than in compositional
ones, hence we will restrict our attention to the listener’s perspective. Refer to Klien et al.
(2012) for a detailed examination of related aspects.

For note-based music Lerdahl and Jackendoff (1983) proposed the term grouping for
the general process of music segmentation. The potential multitude of structural levels
in complex music, however, implies a focus that the analysis must be subjected to. This
specific focusing applies even more to electroacoustic music, where “there is no perma-
nent type of hierarchical organisation for all electroacoustic music, or even within a single
work. Undoubtedly there are structural levels, but they do not need to remain consistent in
number throughout a work, and a single level does not need to run permanently through
the whole span of a work.” In many cases, “it cannot be conveniently segmented, and
indeed often resists segmentation” (Smalley, 1997).

In order to partition a sound stream – be it general, e.g. environmental sound, or a
composed piece of music – into coherent segments, the time signal must be converted into
a more manageable representation. Usually a time-frequency representation is the first
step, by extracting time-varying frequency components with a digital filter bank, Discrete
Fourier Transform (DFT), or Constant-Q Transform. Many different audio descriptors at
various levels of complexity have been developed (see e.g. Herrera et al., 1999b,a; Peeters,
2004; Seyerlehner et al., 2010) to describe significant individual features of the analyzed
audio data and also to reduce the amount of data for subsequent analysis. These audio
descriptors are usually computed based on a time-frequency representation, or, in fewer
cases, directly on the time signal.

Two main approaches to segmentation can be distinguished: model-free segmentation
and model-based segmentation.

One widely-used technique of the former approach involves the use of self-similarity

matrices as first first proposed by Foote (1999). A self-similarity matrix is a two-
dimensional matrix consisting of the distances between chosen audio descriptors for all
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pairs of frames in the audio under analysis. The calculation of distances between audio
features, or combinations thereof, is done by the use of appropriate distance measures. A
great variety of such measures is in common use, most notably the Euclidean distance,
cosine distance, Kullback-Leibler divergence, and many more – the actual choice being
dependent on the nature of the audio features in question.

The existing work on self-similarity matrices relies for the most part on timbre-based
audio descriptors for modeling the audio content, mostly by calculating chromagrams for
score-based music or Mel Frequency Cepstrum Coefficients (MFCCs) for more general
sounds (e.g. Cooper et al., 2006; Ong, 2007; Chai, 2005). MFCCs are a perceptually
meaningful and spectrally smoothed representation of the frequency spectrum of audio
signals and are now a standard technique for modeling spectral similarity in music analy-
sis (see e.g. Logan, 2000).

Model-based segmentation, on the other hand, involves the inclusion of addi-
tional higher-level information, such as information contributed by available score
data (Raphael, 1999), musicological models of form (Paulus and Klapuri, 2008), timbre
models (Aucouturier et al., 2005), or duration models to reduce segmentation (Abdallah
et al., 2006) using Hidden Markov Models (HMMs).

3.3.2 Method and results

Figure 3.2 shows a self-similarity matrix of Turenas, using MFCCs and the following
cosine distance measure as proposed by Foote (2000)8:

dcos(x,y) =
< x,y >

‖x‖‖y‖
(3.1)

The calculation of the MFCCs was performed using Pampalk’s MA toolbox9, with
an FFT size of 1024 samples (23.2 ms), a hop size of 512 samples (11.6 ms) and full
spectral resolution with 24 MFCCs. The MFCC vectors were resampled by calculating
the mean over segments of one second length, resulting in 600 segments for Turenas’
10 minute duration. The self-similarity matrix can be read in the following way: The
brighter a region in the matrix is, the more similar the two audio segments at the points
in time corresponding to the region’s row and column coordinates will be. The top-left to
bottom-right diagonal represents the timeline, and all points in a row left of the diagonal
refer to regions appearing earlier in the piece, and those to the right of the diagonal at later
times. Looking at Figure 3.2, a block structure can be vaguely discerned with boundaries

8Using standard Euclidean distance (L2 norm) with normalized arguments yields very similar results for
all the use cases presented in this paper.

9http://www.pampalk.at/ma, retrieved 2011-02-23
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Figure 3.2: Turenas, self similarity matrix of 600 one-second segments modeled by tim-
bral features (24 MFCCs).
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at ca. 0:30, 2:00, 5:00, and 7:45 minutes (i.e. 30, 120, 300, 465 segments). Comparing
this to the structure identified by Pottier (see Figure 3.1), the latter three points in time
correspond to the transitions between the main sections I, II, III and IV.

The contrast between adjacent sections of the piece which contain different sound ma-
terials, as represented by the self-similarity matrix, can be improved by adding temporal
features to the existing timbral ones. The focus of analysis thus shifts from purely timbre-
based to more general structure-based criteria. Based on ideas developed by Frühwirth
and Rauber (2001), Pampalk devised audio descriptors termed rhythm patterns (Pampalk,
2001; Pampalk et al., 2002), capable of describing rhythmic characteristics of ‘songs’, i.e.
whole pieces of music. These rhythm patterns, often more generally referred to as fluc-

tuation patterns (FPs), describe the amplitude modulation of the loudness per frequency
band (see Figure 2.1 for an overview of the feature extraction process). In Chapter 2 we
applied this method to the characterization of textural sounds demonstrating that FPs are
capable of efficiently modeling micro-rhythmic temporal structure (i.e. amplitude fluctu-
ations perceived as granularity or roughness) using segments of about one to five seconds
duration. FPs are represented by a two-dimensional matrix of considerable size (typically
24 frequency bands × 30 modulation frequencies) for each analyzed segment. To reduce
feature dimensionality we do not use the full FP matrices but the means along both axes,
yielding timbral and fluctuation information. This reduces the amount of data to typically
24+ 30 elements per segment. Experiments identified an equally weighted combination
of those timbral and fluctuation coefficients to be most significant. Figure 3.3 shows a
self-similarity matrix using timbre and fluctuation coefficients equally weighted on one-
second segments, with a cosine distance measure. In comparison to Figure 3.2 the block
structure becomes more distinct, also with less variance within individual blocks.

The automatic detection of block boundaries has been demonstrated by Foote (2000),
using a so-called novelty detection function with subsequent retrieval of prominent peaks
therein. Such detection functions are used throughout various methods of audio segmen-
tation, in most cases related to onset detection. Since in our case we are more interested
in the discovery of contiguous regions sharing sonic characteristics than in the detection
of events, an appropriate novelty detection function must be based on longer durations
than just individual segments. This can be accomplished by row-wise convolution of
the self-similarity matrix M with half-Gaussian kernels, once with the left half (G−σ ) and
once with the right half (G+

σ ), and then evaluating the distances (with a cosine distance
measure) between those two convolutions:

n(t) = 1−dcos((M ?G−σ )(t),(M ?G+
σ )(t)) (3.2)
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Figure 3.3: Turenas, self similarity matrix of 600 one-second segments modeled by an
equally-weighted mixture of timbre and fluctuation coefficients.
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Figure 3.4: Turenas, novelty function (log10-scaled, y-axis) used for high-level segmen-
tation (calculated from the self-similarity matrix in figure 3.3) in comparison to Pottier’s
manually annotated blocks, time depicted on x-axis. Local maxima of the novelty func-
tion above a threshold of −2.5 are indicated as circles plus time information in minutes
and seconds.

with the discretely sampled half-Gaussians

G±σ (x) = H(±x)
1√

2πσ
e−x2/2σ (3.3)

and H representing the Heaviside step function. The resulting novelty function n(t) for
column index t (Equation 3.2) yields values in the range 0 (audio features left and right of
t are identical) to 1 (audio features left and right of t are totally dissimilar) with maxima
revealing the block boundaries of the self-similarity matrix. The novelty function n(t)

for Turenas is shown in Figure 3.4 together with Pottier’s manually annotated blocks. In
order to limit the number of identified peaks a threshold can be used, with useful values
in the range of approximately −2.7 to −2.0 on log10-scale, as determined empirically.
Local maxima above a threshold of −2.5 are also shown in Figure 3.4. The other ad-
justable parameter involved is the width σ of the half-Gaussians used in the convolution.
It describes the temporal extent of the two matrix parts weighted by the convolutions with
the half-Gaussian functions and then compared with the distance function: one reaching
from t to earlier frames, the other reaching from t to later frames. Values for σ between
2 and 10 (corresponding to 2 to 10 seconds) result in amounts of detail useful for our
annotation purposes. For the examples in this paper a value for σ of 5 seconds was used
for segmentation on the timescale of entire pieces and lower values for parts thereof.

The boundaries resulting from the peaks in the novelty function can be used to perform
high-level segmentation of the audio data, yielding regions of similar audio descriptor
characteristics. Figure 3.5 shows such a segmentation with the partitioning, as manually
annotated by Pottier, superimposed. The self-similarity matrix in Figure 3.5 is computed
by: (i) segmentation in time according to peaks of the novelty function, (ii) averaging the
audio descriptors within each segment, (iii) calculating the cosine distances between all
those segment averages (equation 3.1). As with the self-similarity matrices in Figures 3.2
and 3.3, the brighter a region is, the more similar are the two segments identified by the
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Figure 3.5: Turenas, self similarity matrix of automatically segmented high-level blocks
in comparison to Pottier’s manually annotated blocks. Novelty threshold has been set to
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Figure 3.6: Turenas, self similarity matrices of automatically segmented high-level
blocks, with novelty thresholds for segmentation set to values lower and higher than in
Figure 3.5 (−2.2 on the left-hand side, −2.6 on the right-hand side).

respective row and column positions. For example, Figure 3.5 suggests that section II-A
should exhibit some resemblance to section IV-A, which is indeed the case, due to the use
of material 6b, a sustained drone-like sound. Sections II-B, III-A and III-B in the middle
part on the other hand resemble each other due to the persistent use of rather percussive
material, being particularly dry and impulsive within the two sections of part III. The plot
also shows that sections I and IV-B are both composed of a few considerably differing
subsections, related to the different materials identified by Pottier.

The detailedness of the high-level segmentation is dependent on the number of peaks
appearing in the novelty function, as explicated above. Figure 3.6 shows the results of
slightly different thresholding. The proper value will certainly always be the result of
some experimentation although values in the narrow range between −2.5 and −2.3 have
proven to robustly yield meaningful results. The tuning of this value could also be made
dependent on some alternative pre-defined setting for segment density or average segment
length.

As a second example Figure 3.7 demonstrates the same analysis procedure applied
to Denis Smalley’s composition Wind Chimes. Again a segmentation based on a nov-
elty function (this time with a slightly lower threshold of −2.5) was calculated clearly
exposing section boundaries that closely align with those identified by Clarke (2010).
Switching to a higher time resolution by using a smaller filter width σ lets the subsection
boundaries and the use of various sound materials emerge in the self-similarity matrix.
This is demonstrated in Figure 3.8, depicting a more detailed automatic analysis of the
first main section of Wind Chimes. Therein, a limitation of the current implementation is
revealed, concerning the rather coarse time resolution of at least a few seconds depend-
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Figure 3.7: Wind Chimes, self similarity matrix of automatically segmented high-level
blocks in comparison to Clarke’s manually annotated blocks (see Clarke, 2010). Novelty
threshold has been set to −2.5.
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Figure 3.8: Wind Chimes, self similarity matrix of the first 45 seconds, covering the entire
first main section. In order to reveal subsections, the width σ of the Gaussian filter kernel
has been set to 2 seconds, novelty threshold stays at −2.5.
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ing on the temporal support of the FP analysis and the width of the subsequent Gaussian
smoothing filter. Hence, due to the fact that it is only about 1.5 seconds long, subsec-
tion 1B remains beyond the proposed method’s scope. The other subsection boundaries
correspond well to Clarke’s manual annotation.

3.4 Interactive detection of representative sound group-
ings

Besides segmentation, the detection and localization of representative or prototypical
sounds, e.g. appearing repeatedly within a piece or representing its building parts is of
particular interest. On the basis of self-similarity matrices this is already somewhat pos-
sible by bringing into relation the bright bits in the graphs, indicating mutual similarity.
However, a more direct and visually clearer way of relating temporal and sound-based
groupings to one another would be desirable.

3.4.1 Related work

In the literature, the notion of representative sound groupings appears also as ‘key el-
ements’, prominently characterizing the content of audio data under examination. Cai
et al. (2005) implemented a kind of ‘semantic parsing’: After applying spectral cluster-
ing (Ng et al., 2001) on low-level audio descriptors to perform automatic classification,
‘key elements’ were identified using certain criteria, such as element frequency, total du-
ration of elements, average element length and element length variation. Lu and Hanjalic
(2006) extended on this research and varied the employed criteria. This was evaluated on
television sound tracks, where some elements like applause, laughter, speech etc. can be
expected to appear regularly. In our case of general, potentially also gradually morphing
sounds we can not assume the existence of separable, distinct ‘classes’ of sounds. There-
fore, we again focus on interactive settings where an analyst can probe within sensible
representations of audio.

One application of visualizing groupings of musical data was demonstrated by Pam-
palk in his project ‘Islands of Music’ (Pampalk, 2001). Therein a set of musical pieces
(termed ‘songs’) was arranged on a two-dimensional map, exhibiting islands (i.e. clus-
ters) of shared characteristics, as modeled by fluctuation patterns used as audio descrip-
tors. Similar approaches towards visualization of music databases can be found in the
literature (see e.g. Rauber and Frühwirth, 2001; Gasser and Flexer, 2009). The primary
challenge of such a visualization task is to translate high-dimensional data (i.e. audio
features) to a low-dimensional (in most cases two-dimensional) representation preserv-
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ing significant structure inherent in the data. Once the data has been visualized, struc-
ture and clusters can be identified and denoted by the analyst by simply looking at the
two-dimensional representation and applying subjective judgement. This is referred to
as ‘clustering via visualization’ (Flexer, 2001). Among the many different existing tech-
niques for dimensionality reduction (such as principal component analysis (PCA), multi-
dimensional scaling (MDS), self-organizing feature maps (SOM), a survey is given by
Ferreira de Oliveira and Levkowitz (2003)) a method termed ‘t-Distributed Stochastic
Neighbor Embedding’ (t-SNE, van der Maaten and Hinton, 2008; van der Maaten, 2009)
has of late received much attention. t-SNE performs particularly well in preserving both
the local and global structure, revealing the presence of clusters within the data.

3.4.2 Method and results

Figure 3.9 (upper graph) shows the entirety of one-second long snippets of Turenas (over-
lapped with a hop size of 0.2 seconds), modeled by an equally-weighted combination of
timbre and fluctuation information (as in Section 3.3) and mapped to two dimensions by
use of the t-SNE method.

The data points are color-coded according to their temporal position in the piece. Dark
points correspond to positions early in the piece, light ones to positions later on10.

As a result of the t-SNE algorithm the formation of clusters can be observed on the
two-dimensional map. Data points in close proximity on the map correspond to simi-
larly sounding segments. Continuous developments in sound are reflected by line-shaped
agglomerations (also supported by the overlapping of the segments), while varying (e.g.
stochastic) sounds form more irregular arrangements in the map. Distinct clusters can be
associated with representative or even prototypical sounds or morphologies of a piece.
Many of the clusters in Figure 3.9 (upper graph) are uniformly colored, corresponding to
sound groupings that appear at unique temporal positions. Other clusters exhibit mixed
colors, for sounds that appear alike at multiple positions.

An interactive Max/MSP11-based application was created to allow browsing through
the sounds in the map. Sound spaces can be directly experienced and listened to with the
computer mouse traveling from sound object to sound object (circles in Figure 3.9, upper
graph). The combination of location and color for agglomerated data points facilitates the
association of morphologies as identified by Pottier (see Figure 3.1) to clusters within the
map. Figure 3.9 (lower graph) explicates this association to the sound morphologies. The
ellipses have been manually positioned according to the observed clusters in the upper

10The gray scale has only been chosen for restrictions of print, a rainbow-colored scale would make
things even clearer.

11http://cycling74.com/products/max, retrieved 2012-05-09
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Figure 3.9: Turenas, two-dimensional map of sounds in the piece. Upper graph: mapping
generated with t-SNE visualization method, each circle representing one second of sound.
Proximity on map signifies similarity of sound, temporal position color-coded from dark
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graph of the figure. Most of the clusters correspond very well to Pottier’s identified mor-
phologies, others represent combinations of those sounds, and some are miscellaneous
sounds, like pure or noisy silence, spurious attacks and other mixed sounds.

With the clustering method at hand the identification of sound groupings is still re-
stricted to morphologies appearing ‘solo’, that is, non-overlapping with other sounds. Si-
multaneous sounds cannot be separated, although, to some extent, contributions of sound
groupings (as modeled by the audio descriptors) over the duration of a piece can be ana-
lyzed, as shown in Figure 3.10. Four quite distinct morphologies, namely 1, 6b, 7e and
8c as identified by Pottier, were chosen from the whole set (influenced by the criterium
of appearing ‘solo’), models using the already established audio descriptors generated,
and their respective similarities to all the instances in the piece calculated. The zones
highlighted in gray in the figure depict the locations where the individual sound proto-
types were retrieved. The four different curves show the similarities to those prototypes
throughout the whole piece. In the bar on top of the graphs predominant similarities are
annotated. This analysis allows inference about sound characteristics (percussive, drone-
like, grainy, etc.), represented by those prototypical sounds, or likewise, by external ex-
emplary sounds not contained in the piece itself. For instance, the attributed similarity to
material 6b between seconds 25 and 80 is due to a predominant drone-like nature, caused
by material 3a according to Pottier. Materials 3a and 6a are alike in many respects. In
the same manner, the morphological prototype 7e represents the dry percussive nature of
sounds between seconds 300 and 450, including materials 7a through 7e, while 8c stands
for the succession of reverberant events between seconds 210 and 300, involving materials
8a through 8d.

For the second example, Wind Chimes, the same attempt of clustering the occurring
sounds was carried out, as shown in Figure 3.11. In this case the association of distinct
clusters on the two-dimensional map to the annotation by Clarke (in his ‘Aural Paradig-
matic Chart’) proves to be more difficult, as very rarely do the identified prototypes appear
isolated in the piece. They rather function as fundamental components in varying forms
merging to composite sound evolutions. The simultaneous occurrence of those gestural
and textural constituents as annotated by Clarke inhibits their discovery by use of the
methods presented here. Nevertheless, the formation of location-color clusters in the map
can be observed. Their relationship to certain sections in the piece is obvious, which is
what is manually annotated in Figure 3.11 (lower graph). In most cases the individual
ellipses can be associated to unique sections, in some cases sections share sonic charac-
teristics and consequently fall into the same cluster.
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3.5 Conclusions

We present two approaches to computer-assisted annotation of general sound, illustrated
by and evaluated on two exemplary pieces of electroacoustic music and the published
human annotations thereof.

For the first task of finding coherent segments in audio, we employed the method
of perceptually informed amplitude fluctuation patterns (FPs) previously introduced in
Chapter 2. The ability to represent micro-temporal structures in this method renders it
superior to purely timbre-oriented descriptors. A novelty detection function was intro-
duced to semi-automatically discover segment boundaries. The results were compared
to manual segmentation as available from the published annotations. Given suitable pa-
rameter tuning, the musical structure identified by human annotation can be successfully
reproduced.

The existence of user-adjustable parameters is an unavoidable issue in music anno-
tation. Some of those parameters are less influential, like all those inherent to the audio
feature extraction process. Others, like FP analysis length, Gaussian filter width, or the
novelty threshold, are directly connected to a chosen analysis focus in regard to temporal
resolution or segmentation sensitivity. Adequate values for those parameters are also de-
pendent on the type of sonic material present in a specific piece of music. Therefore the
analyst must be aware of the existence and impact of those parameter settings and actively
work with them to achieve the desired results.

Other limitations are due to the specific technological methods or implementations
used for the analysis. For instance, the chosen FP-based audio descriptors merely incor-
porate characteristics of timbre and amplitude fluctuations of stationary sounds. Hence,
any morphological developments and the presence of singular events can not be explicitly
modeled. Nevertheless, those structures could leave distinct indirect traces in what may
in fact be inapt models.

The second task of finding representative sound groupings was accomplished using
the clustering technique t-SNE as applied to fluctuation patterns in order to map the inher-
ently high-dimensional representations of sonic content to a two-dimensional map. The
formation of perceptually similar sounds to spatially arranged groups implemented within
a graphical browser application allowed the interactive pinpointing of specific sound ma-
terials and exploration of sonic neighborhoods. Material groupings that were identified
in the published human annotations could be clearly reproduced using this technique, as
long as the sounds are predominantly non-overlapping.

A fundamental drawback of the techniques for structure discovery presented here is
the inability to detect sound groupings that only appear in combination with others, but
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never alone. Many of the sound primitives annotated by Clarke for Wind Chimes are of
that nature. The technologies researched in the literature tackling the superposition of
prototypical sounds, most notably perceptually weighted Non-Negative Matrix Factoriza-
tion (NMF) (Virtanen, 2007; Kirbiz and Günsel, 2010) or other forms of mixture models,
are not yet capable of handling real-life situations involving a larger number of sound
prototypes appearing in varied forms.

Although all the structure discovery presented in this chapter was computed off-line
on entire audio files, this is not a fundamental restriction. Real-time methods could be
used to work on streams by only considering audio that has already passed through the
machinery, e.g. using size-limited matrices for the self-similarity calculation. The author
is currently working on a real-time implementation of the segmentation technique using a
novel efficient, perceptually oriented, and real-time capable spectral transform (Holighaus
et al., 2012).

All the technical implementations for methods presented in Section 3.2 are in a proto-
typical state with command-line interfaces only. Actual annotation practice would benefit
tremendously from the existence of appropriate user interfaces and ad-hoc re-calculation
upon changes in parameters – indeed simplifying and accelerating the cumbersome proce-
dures of manual analytical work. First steps towards such integrated systems have already
been reported in the literature (Park et al., 2010).
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Chapter 4

Identification of perceptually relevant
qualities in textural sounds

4.1 Motivation

Today’s electronic musician has a universe of sounds – synthetically generated or recorded
– at his/her disposal, piled up in folder structures on a computer hard disk or stuffed into
huge databases on the web. As a consequence of this huge amassment, finding a specific
sound for an application in composition, sound design, or live performance in the vast
forest of sounds available is a common problem. This calls for efficient ways to organize
sounds – strategies including manual semantic tagging (Turnbull et al., 2008) or using the
various techniques from the field of Music Information Retrieval (MIR), to automatically
classify and cluster sounds according to their digital audio content. Since manual tagging
of large databases is very time-consuming, computer-based organization of data based on
audio analysis suggests itself for many fields of application.

One approach to such automatic organization is to use a computational model for the
sounds, e.g. MFCCs, fluctuation patterns, or a combination of standard audio descrip-
tors (see e.g. Herrera et al., 1999b,a), and to apply techniques of unsupervised learning
to cluster the modeled data in some low-dimensional (typically two-dimensional) space.
This has, for example, been demonstrated with Pampalk’s ‘Islands of Music’ (Pampalk,
2001). A drawback of this method is that the projection axes of the low-dimensional space
are not pre-defined, and/or are not interpretable. The visualization of representative sound
groupings in Section 3.4 is another example. When used for visualization as part of a user
interface, the systematics of organization consequently have to be learned by the user by
means of exploration. These systematics can change when new data is introduced to the
collection.

Another approach is to find audio descriptors that are both technically feasible and
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meaningful to humans, and to organize sounds along the dimensions of those descriptors.
Examples would be pitch, noisiness, flux, etc. Such descriptors have been used by a
number of projects, such as Coleman (2007); Heise et al. (2008); Schwarz and Schnell
(2009); Dupont et al. (2010).

In this context a fundamental question arises: What are the most significant qualities
of sounds that users of a musical interface (i.e. musicians) would find intuitive and wish
to use as organization criteria? The body of existing systematic research in this direction
seems exclusively focused on timbre (Ueda, 1996; Darke, 2005; Nicol, 2005; Johnson
and Gounaropoulos, 2006; S̆tĕpánek, 2006; Sarkar et al., 2007) in relation to instrumental
sounds, not elaborating on the more general scope of the sonic universe.

The research in this chapter was directed towards the discovery of a common termi-
nology to describe sounds. At present, we are focusing on textural sounds, that is sounds
which appear as static – as opposed to evolving over time. This restriction seems useful
in order to reduce the number of influencing factors in a first approach. At a future stage
of research, qualities describing temporal evolution will be explored in a similar manner.

The chapter is organized as follows: In Section 4.2, we describe our use of the reper-
tory grid method as a means of identifying notions to describe qualities of sound. This
includes some theoretical background, as well as the conduction and evaluation of listen-
ing experiments. In Section 4.3, further evaluation on a larger scale is described, accom-
panied by quantitative analyses. Section 4.4 concludes with a discussion of the findings
and possible improvements.

4.2 Repertory grid

The experience of sound and music is obviously a highly subjective one, leaving potential
for ambiguity to occur. So, can we expect people to use a common language (resp. com-
mon systematics) when describing sounds? As a first step, we are concerned with finding
out which could be important qualities for the description of sounds. Searching the web,
there is already a substantial choice of ‘adjectives to describe sounds’, e.g., yielding no-
tions like “loud, soft, silent, vociferous, screaming, shouting, thunderous, blaring, quiet,
noisy, talkative, rowdy, deafening, faint, muffled, mute, speechless, whispered, hushed”1

etc. However, there is potential for a researcher to influence the outcome of an experiment
by the use of existing descriptions. Therefore, it seems advantageous to use a technique
where the listener subjects may come up with their own descriptions of the elements under
investigation. The repertory grid method is just such a technique.

1http://www.enchantedlearning.com/grammar/partsofspeech/adjectives/, retrieved May
4th 2011
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4.2.1 Background

This section closely follows Cunningham (2010) in the adapted form as used in the joint
paper Grill et al. (2011). The indented blocks are verbatim citations from the former
publication.

The repertory grid technique is a tool that is based in Personal Construct
Psychology (PCP) and implements Personal Construct Theory (PCT), best
defined by Kelly (1955). As the name suggests, constructs are grounded in
the psychological concept of constructivism, where human beings draw their
understanding, descriptions, and theories about the world around them based
upon their own interactions and personal experiences. [. . . ] More recently,
the same principal techniques have been applied in a wide range of disci-
plines, especially where research crosses interdisciplinary bounds as is often
the case in investigations into the roles of music and sound, such as in Pick-
ing’s (1996) analysis of the computer technologies in music education and
Berg and Rumsey’s (2006) study of spatial attributes of sound, both of which
employ repertory grid analysis to elicit and understand people’s experiences
of their respective research domains.

Repertory grid is a recognized research method that employs a structured
approach to elicit personal constructs from individuals. Typically this takes
the form of a one-on-one interview between the researcher and subject. To
begin a repertory grid investigation, a domain or topic of interest must be first
defined.

In our case the perceptual qualities of textural sounds were chosen as the domain of inter-
est.

Once the domain has been confirmed, particular instances, representative of
that domain, must be defined. These instances are known in repertory grid as
elements.

In the case of our study these are audio files containing textural sounds chosen by the
author of this thesis.

The grid itself is built-up by the subject during the course of the interview
[which is used] to elicit constructs from the subject. Constructs are deter-
mined by a reflective and comparative evaluation of the elements [. . . ]. Con-
structs must be bipolar, so the subject is required to define two terms that can
be used at either end of a rating scale, which commonly has five or seven
points.
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For example, suitable constructs for the rating of images might be: light–dark. The sub-
jects are asked to describe the difference between two elements and then form a construct
by articulating the opposite of that term. This method is known as straight differentiation.
Another technique is known as triads.

The technique works by randomly selecting three elements from the set and
asking the subject to group together the two elements they perceive as being
most similar. By then questioning the reasons behind the grouping, and the
difference between the two and remaining one element, bipolar constructs
can be elicited.

After a bipolar construct has been defined the subject is invited to rate all of
the elements on that particular scale. This further removes ambiguity when
a subject provides a rating, since the interrelation between the opposing ends
of the scale have been specified by the subject themselves (Kelly, 1955).

This process generates a matrix of ratings which represents the repertory grid
for that subject. If the investigation employs multiple subjects the grids for
each subject are concatenated at the end of the interviews to form a single,
large repertory grid which represents the group’s perceptions of the elements
and therefore the domain of investigation.

The primary modes of investigation once the grid is complete can work on
various levels depending upon the research question or hypothesis behind the
investigation. Generally, these would take the form of analysing constructs
to identify descriptions of the elements and domain, where clustering of ele-
ments occurs and where clustering of constructs occurs. These can be iden-
tified using the numerical ratings. [. . . ] By using constructs and repertory
grid analysis insight is gained into the constructs of the individual and the
shared constructs of a group (Kelly, 1955; Picking, 1996). Importantly, as
Tan and Hunter (2002) explain, shared constructs “. . . can yield information
about group norms”, which is of particular relevance to the clustering analysis
and common constructs that are of interest for the purposes of this paper.

It is usual to interview a number of subjects, generally between 8 and
15 (Picking, 1996; Berg and Rumsey, 2006; Tan and Hunter, 2002; Cun-
ningham et al., 2010). This leads to a common criticism of the repertory grid
technique, which is that it does not engage with enough subjects to make
the data quantitatively meaningful. Whilst the main focus of the exercise is
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on elicitation of constructs, which are qualitative, repertory grids also pro-
vide quantitative robustness as the granularity of information comes from the
number of constructs elicited and the numerical ratings provided for each. In
essence, this makes it a mixed-methods technique, adaptable to a range of
investigation scenarios in sciences, psychology and sociology.

4.2.2 Study methodology

When using the repertory grid method to elicit personal constructs, those constructs are
strongly related to the specific items presented to the subjects. Hence, as for the project at
hand we were interested in finding out general descriptions for textural sounds, our choice
of sounds had to be general too, that is, it had to cover a variety of sonic characteristics
as broad as possible. Since one subject should not be involved with the interview process
for longer than about an hour, and preliminary tests showed that about 10–12 constructs
can be expected, we limited the number of sounds to 20 in total. These sounds were taken
from a large collection of mostly abstract sounds used for electro-acoustic music perfor-
mance of the author. At a first step 100 sounds were selected from the library, fulfilling
the criteria of being textural and not strongly exhibiting their provenience. The rationale
for the latter is that a highly evident origin of sound production (e.g. recognizable ma-
terials, cultural or natural contexts etc.) could distract listeners from qualities related to
the sound matter. This is strongly related to an acousmatic ‘reduced listening’ mode as
formulated by Schaeffer (1966). From the selection of 100 sounds (between 5 and 10
seconds of length), 20 sounds as diverse as possible were chosen as items for the reper-
tory grid method. The sounds were also normalized in regard to perceived loudness and
mixed down to mono in order to minimize influences connected to the listening situation2.
During the interview process, the sounds were played from a laptop computer using one
monophonic speaker with reasonable quality placed at a distance of about one meter from
the listener.

The subject listeners for the study were recruited from the research and artistic con-
texts of the authors. 16 persons responded to our search request, aged between 23 and 45,
among them 6 female and 10 male. By and large, those persons are all used to talking
about sound and music and able to formulate their listening experiences, being either pro-
fessional artists or researchers in sound. Prior to the elicitation, subjects were instructed
to focus rather on the quality of the sounds than on potential origins (sound sources). The
labels of the sounds were anonymized in order to obscure potential semantic tagging or,

2This seems to have been successful since no constructs involving loudness or volume, respectively
directionality of sound have been retrieved.
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again, potential sources3.
For each participant the process consisted of two parts. The first part was conducted

as an interactive interview situation where the bipolar personal constructs were elicited.
In most cases straight differentiation was used, by presenting two different sounds and
ask the person in which ways those sounds differ. In cases where this method proved
unsuccessful, a third sound was introduced to form a triad. After all constructs were
found, the person was asked to rate all the available 20 sounds on the dimensions of one’s
personal constructs, on a scale from 1 to 5 (1 representing one pole of a construct, and 5
the other). The person was asked to rate a construct for all sounds before proceeding to
the next construct, thus staying in the same reference frame. The two parts of the process
took no longer than 30 minutes each.

4.2.3 Filtering constructs

From the 16 participants a total of 202 bipolar constructs for 20 textural sounds were
elicited, yielding a repertory grid of 202×20 elements. As shown in Cunningham (2010)
several standard analyses can be performed on the data, including Principal Component
Analysis (PCA) and hierarchical clustering (therein called FOCUS Cluster analysis).

Hierarchical clustering and its visualization in the form of a dendrogram can help to
identify groups of constructs that were evaluated on the items in a similar way, that is,
were used synonymously. The method is based on a distance measure (in our case the
Euclidean metric) computed on vectors of item evaluations of the individual constructs in
the repertory grid. We used the hcluster (Eads, 2008) module for Numerical Python in its
‘complete-linkage’ mode.

Using the clustering shown in Figure 4.1 it was possible to identify four clusters of
constructs that exhibit a close linkage. We decided to use alternative wordings (e.g. high–

low paired with bright–dull) to outline the semantic range within each cluster – see Ta-
ble 4.1, upper half, for the German constructs and their English equivalents. It is obvious
that also outside those relatively well-defined clusters many constructs appear in seman-
tically identical and varied forms. Hence, we additionally collected those constructs that
appear repeatedly in the grid and tried to find distinct terms to represent the somewhat
blurry clouds of semantical variations. This led to the additional constructs, listed in the
lower half of Table 4.1.

Since most constructs were elicited using the German language (by 13 out of 16 sub-
jects) the English equivalences were worked out with the help of a native bilingual transla-
tor who specializes in artistic projects. Although we triggered the subjects to concentrate

3The sounds are available at http://grrrr.org/test/classify/grid.html.php, last checked
2012-04-19.
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Figure 4.1: Dendrogram resulting from hierarchical clustering of the 202 elicited personal
constructs evaluated on 20 textural sounds. The dissimilarities between the individual
constructs were calculated using Euclidean distances for a rating scale from 1 to 5. The
l.h.s. part of the plot is continued on the r.h.s.
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Constructs Constructs
(German original) (translated to English)

hoch–tief high–low
hell–dunkel bright–dull

regelmäßig–unregelmäßig ordered–chaotic
geordnet–chaotisch coherent–erratic

glatt–rau smooth–coarse
weich–rau soft–raspy

natürlich–künstlich natural–artificial
analog–digital analog–digital

statisch–dynamisch static–dynamic
starr–bewegt rigid–eventful

nahe–fern near–far
klar–verschwommen clear–blurred

kantig–rund edgy–flowing
zerrissen–kompakt disjointed–continuous

dicht–spärlich dense–sparse
flächig–punktuell expansive–selective

homogen–heterogen homogeneous–heterogeneous
gleichförmig–differenziert uniform–differentiated

tonhaltig–geräuschhaft tonal–noisy

Table 4.1: Major constructs filtered from the 202 personal constructs elicited by use of
the repertory grid method. The upper half contains those constructs that were retrieved
using a hierarchical clustering method, the lower half lists constructs that were identified
by semantic grouping. Constructs in the same cell were used synonymously.
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on the quality of sound rather than on potential sources, the construct natürlich–künstlich

(natural–artifical) seems to have been unavoidable and appears prominently in the reper-
tory grid and therefore also in the resulting filtered constructs. The notion tonal (as in
tonal language) was chosen rather than the musical term pitched, because of its broader
applicability. In hindsight, it would have been preferable to revert the polarity of high–low

to low–high which seems more intuitive. With the body of (published) follow-up research
in Chapters 5 and 6, we are now stuck with it – and, we have got used to it, too.

4.3 Evaluation

Given ten bipolar constructs uncovered using the repertory grid method, we carried out
further evaluation targeted towards three main purposes: First, to test the constructs on
a larger, more general body of textural sounds than just the 20 examples used in the
elicitation process. Second, to find out which are the more important, respectively, most
unambiguous constructs. Third and final, because some of the filtered constructs were
compiled using the researchers’ – potentially biased – assessment, there is the need to test
reliability of that filtering process on the agreement among a larger number of listeners.

4.3.1 Methodology

In order to collect a – for statistical reasons desirable – substantial amount of data we
decided to design a web-based survey that we could send out to interested individuals
and forums. The web form programmed in HTML/PHP with an SQL database backend
(see Figure 4.2)4 allowed to first choose English or German as the preferred language and
enter a unique ID (e.g. an email address) to allow the user to pause the process and return
at a later time. We deliberately refrained from asking for more user-centered data, like
age, sex, profession, mother-tongue etc. since we wanted to keep the entry barrier (e.g. by
having to enter private data) as low as possible, and such data from an online form would
not be very trustworthy anyway.

After that initial step, one random anonymous sound at a time (out of 100 available)
was presented to the listener who was asked to grade it on the dimensions of the 10 filtered
constructs. If a construct seemed inappropriate or ambiguous for a sound, the user could
leave it out. As in the course of the repertory grid ratings subjects often chose to use finer
grading than just integer steps on the scale from 1 to 5, the online form featured 9 steps
from one pole of the construct to the other one. On pressing the ‘submit’ button the rating

4Available online at http://grrrr.org/test/classify, last checked 2012-04-19.
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Figure 4.2: Online survey for the rating of constructs on a random sound (out of a selec-
tion of 100).
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was submitted to an SQL server, along with information on the chosen language, user ID,
time/date and eventual additional remarks given by the user.

It was observed from the data that different users tended to exhibit considerably dif-
fering rating habits: some oriented themselves along the middle of the rating scale, while
others liked to exploit the extremes of the scale. In order to account for that, the grades
were normalized to unit variance, individually for each user. Up to the current stage
of the project no advanced data filtering (e.g. concerning outliers) was performed. The
only sanity check (also for reasons of per-user variance normalization) was that subjects
had to rate at least 10 sounds to be included into the evaluation, to eliminate potentially
meaningless ratings that result from pure curiosity or fun submissions.

We announced the web survey on several specialized mailing lists, including ‘music-
ir’5, ‘auditory’6, ‘Pd-ot’7, as well as mailing lists for local research and artist forums,
with a potential total audience of several thousand persons. Although the distribution was
much broader than with the one-on-one interviews in section 4.2, subjects completing the
survey were still mostly in research or artistic contexts with a specific interest for sound
and music. It goes without saying that the listening situation for each subject was beyond
our control – however, as we are targeting a certain generality, we accepted this variance
to be part of the various influence factors.

4.3.2 Results

Until the date of the evaluation8 104 subjects contributed data to our study, with 59 rating
at least 10 sounds. From those, 35 subjects chose the German version of the form, and 24
the English version. By those 59 filtered subjects, a total of 16808 constructs was rated
on 1796 playbacks of the available sounds. This means that on average 9.4 constructs was
rated per sound – the possibility of omitting inappropriate constructs for sounds was not
frequently used. On average, each construct was rated more than 16 times on each sound,
with a minimum of 10 and a maximum of 33 rates. Seven subjects rated all 100 available
sounds.

Figure 4.3 shows all the 100 exemplary sounds ordered according to mean grades for
the construct ordered–chaotic. The standard deviations of the grades are plotted as bars
centered at the mean values. As can be observed also for most of the other constructs, the
range of grades was applied quite evenly which indicates an even distribution of charac-
teristics over the sound selection. The only construct that sticks out a bit in this respect

5http://listes.ircam.fr/wws/info/music-ir, retrieved 2012-04-19.
6http://www.auditory.org, retrieved 2012-04-19.
7http://lists.puredata.info/listinfo/pd-ot, retrieved 2012-04-19.
8July 1st 2011, the web survey being still online.
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Construct Agreement Agreement
α(core group) α(all n≥ 10)

high–low 0.588 0.519
ordered–chaotic 0.556 0.447
natural–artificial 0.551 0.492
smooth–coarse 0.527 0.420
tonal–noisy 0.523 0.435
homogeneous–heterogeneous 0.519 0.416
dense–sparse 0.492 0.342
edgy–flowing 0.465 0.376
static–dynamic 0.403 0.383
near–far 0.252 0.249

Table 4.2: Inter-rater agreement (Krippendorff’s alpha) among raters, calculated for each
construct, respectively. The left results column shows the agreements among the core
group of nine subjects who already took part in repertory grid interviews, the right one
the agreements among all 59 subjects who rated at least 10 sounds. Constructs are ordered
by decreasing agreement – top ones were rated more consistently than those at the bottom.

(not shown as a figure) is tonal–noisy where the distribution is slightly warped to the
noisy side of the scale. For all of the constructs standard deviations tend to be lower in
the extremes – indicating unambiguity – and higher close to the center of the scale.

An important evaluation concerns inter-rater agreement, that is, how well individual
subjects correspond in their ratings. We used Krippendorff’s alpha (Krippendorff, 2004)
for interval data to evaluate the agreement of the ratings9. A value of 1 would indicate
perfect agreement, while 0 signifies statistical unrelatedness. The results are listed in
Table 4.2 for two different groups of raters: Firstly, for a core group of nine subjects
who already took part in the repertory grid interviews. And secondly, for all 59 subjects
who rated at least 10 sounds using the web-survey. It is immediately obvious that for
every construct the measure of mutual agreement for raters that took part in the elicitation
process is consistently higher than for a more general audience. This is not surprising,
also because of the fact that currently no substantial filtering is being performed on the
online data and the smaller group of people seems more reliable because of personal
contact during the repertory grid phase. Nevertheless the ranking of the constructs in
respect to inter-rater agreement is consistent, indicating the constructs high–low, ordered–

chaotic, natural–artificial, smooth–coarse, tonal–noisy and homogeneous–heterogeneous

to be shared among subjects of both groups with sufficient agreement. Note that the
computed values here are generally lower than the threshold value of 0.667 recommended
by Krippendorff (2004). This can be explained by the complexity and subjectivity of

9normalized to unit variance for each subject
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ordered chaotic

Figure 4.3: Normalized (per subject) ratings of all 100 sounds for the construct ordered–
chaotic. Means (dots) and standard deviations (bars) are shown.
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Construct Agreement α

natural–artificial 0.871
high–low 0.859
smooth–coarse 0.852
tonal–noisy 0.843
ordered–chaotic 0.831
homogeneous–heterogeneous 0.831
near–far 0.735
dense–sparse 0.706
static–dynamic 0.608
edgy–flowing 0.593

Table 4.3: Agreement (Krippendorff’s alpha) of average ratings for each sound between
raters using the English and German versions of the web survey, calculated for each con-
struct, respectively.

the underlying problem, whereas in the Krippendorff alpha’s original domain of ‘content
analysis’ predominantly true rater errors account for disagreement.

Since each subject had the possibility to choose either German or English as the lan-
guage for the web survey, checking the correlation of ratings between both languages
seemed worthwhile. Table 4.3 shows inter-rater agreement of average ratings for each
sound carried out using the English or German terms for the constructs, respectively. It is
worth pointing out that for the constructs showing high inter-rater agreement in Table 4.2,
agreement in the usage of the terms in both languages is very high.

Another interesting evaluation was performed on correlations concerning the sub-
jects’ usage of the individual constructs. Figure 4.4 shows a self-similarity matrix de-
picting the pairwise Pearson correlations of the constructs. For each pair of constructs
between 1546 and 1648 ratings were taken into account, resulting in very low thresh-
olds for statistical significance. Apart from the diagonal some considerable correlations
between constructs could be found which indicate certain amounts of ambiguity: −0.60
for smooth–coarse vs. edgy–flowing (the negative correlation indicates opposite polar-
ity of the constructs), 0.58 for static–dynamic vs. homogeneous–heterogeneous, 0.56 for
homogeneous–heterogeneous vs. ordered–chaotic, 0.54 for static–dynamic vs. ordered–

chaotic, and 0.51 for smooth–coarse vs. tonal–noisy. On the other hand, some constructs
don’t correlate substantially with any other, specifically natural–artificial (maximum cor-
relation is 0.16), near–far (0.26), and high–low (0.26).

As a final step the retrieved constructs were tested against some standard audio de-
scriptors commonly used in Music Information Retrieval (MIR). We evaluated all of the
scalar audio descriptors available in the YAAFE library10. It contains many of the stan-

10Yet another audio feature extractor, http://yaafe.sourceforge.net, retrieved May 12th 2011
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Pearson correlation

Figure 4.4: Pearson correlation between constructs, evaluated on the data of all subjects
having rated at least 10 sounds. The smallest significant correlation value (at α = 0.05,
two-tailed) is ±0.049.
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Pearson correlation

Figure 4.5: Pearson correlation between perceptual constructs (rows) and computed audio
features (columns). The smallest significant correlation value (at α = 0.05, two-tailed) is
±0.19.

dard features like spectral slope, spectral flux, zero crossing rate, spectral centroid etc.
We calculated the means of the descriptors over the duration of the individual sound files,
using a frame length of 1024 samples and a hop size of 512 samples (at 44100 Hz sample
frequency).

Figure 4.5 shows measures of correlation for each of the constructs versus the var-
ious audio descriptors in the YAAFE library11. Again we used Pearson correlation, in
this case on the mean ratings of the perceptual constructs, and on the mean frame-based
YAAFE descriptors. Both data sets were whitened in regard to overall mean and stan-
dard deviation. The highest correlations were found for the construct high–low which
has a high negative correlation of −0.76 with perceptual sharpness, and also high cor-
relations of −0.69 with the spectral centroid (0th moment of the SpectralShapeStatistics

descriptor) and −0.69 with spectral slope. This makes perfect sense since all those de-

11Labels with numerical appendices indicate moments of a statistical distribution, being centroid, spread
and skewness, respectively, for indices 0 to 2.
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scriptors measure the shape of a spectral distribution which corresponds to the semantic
meaning of high–low. Other constructs also exhibit considerable correlations to indi-
vidual descriptors, notably smooth–coarse (−0.63 to spectral skewness which is the 2nd
moment of the SpectralShapeStatistics descriptor), near–far (−0.62 to spectral centroid

and spectral slope), and edgy–flowing (−0.61 to spectral flatness). The fact that spec-

tral centroid and spectral slope correlate well with a number of constructs motivates the
construction of specifically sensitive descriptors (or combinations thereof) in order to be
able to discriminate those perceptual qualities. Some constructs like natural–artificial,
homogeneous–heterogeneous, static–dynamic, ordered–chaotic and dense–sparse cannot
be reasonably modeled by any of the audio descriptors. The reason seems to be that
none of those constructs refer to timbral, but predominantly rather to temporal qualities,
which are not covered by the selection of descriptors. As mentioned earlier, the con-
struct natural–artificial seems to be connected more to contextual information (regarding
the source of sound production) than to sonic qualities, hence we would expect finding
corresponding audio descriptors to be virtually impossible.

4.4 Conclusions

By conducting systematic listening tests with the repertory grid method, we have elicited
ten major bipolar constructs describing qualities of a varied selection of textural sounds.
Subsequent data collection employing a larger scale online survey with a selection of
100 sounds and over 100 participants resulted in measures for the inter-rater agreement
of each of those constructs, and also yielded an order of relevance and measures for the
similarity of the constructs. As a first outlook into follow-up research using those findings,
we looked into the correlation between the resulting constructs and some standard MIR-
style audio descriptors. The fact that mainly timbre-related qualities are covered by those
audio descriptors leads the way to exploration for suitable audio descriptors capable of
also modeling temporal, dynamic, etc. qualities. This is investigated in Chapter 5.

It should be noted that for the purposes of this chapter no filtering of the survey data
was performed. Because we cannot expect all inputs to be reliable, more ‘sanity checks’
should be done if emphasis is put on quantitative evaluation. In the follow-up Chapter 5,
we therefore use quantile-based filtering to reject outliers resulting from joke submissions
or other reasons. Another issue is the rare use of the possibility of omitting the grading
of inappropriate qualities for individual sounds, which obviously often results in grading
close to the center of the scale – this would also call for a respective filtering strategy. It
also seems worthwhile to look into more advanced methods for data normalization, e.g.
using histogram equalization per user and per construct.
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Chapter 5

Perceptually informed high-level
descriptors for textural audio

5.1 Motivation

As already explicated in Chapter 4, techniques for efficient navigation in the vast universe
of digitally stored sounds have become indispensable for music-making in the digital
age. Corresponding strategies for sound library organization include semantic tagging, or
various techniques from the field of Music Information Retrieval (MIR) to automatically
classify and cluster sounds according to certain audio descriptors which characterize the
signal content. Descriptors that are aligned with human perception (sensory symbols,
see Ware, 2000) are especially interesting, since they enable immediate comprehension
without the necessity of translation or learning.

In Chapter 4, we elicit such perceptual qualities for the description of textural sound
by use of the repertory grid interview technique. In this chapter, we detail the construc-
tion of computable descriptors capable of modeling those qualities. The upper half (bold-
face numbers in the middle column) of Table 4.2 lists the qualities that interviewees best
agreed upon, and which therefore seemed most relevant. These qualities describe spec-
tral/timbral (high–low, tonal–noisy) and structural/temporal (ordered–chaotic, smooth–

coarse, homogeneous–heterogeneous) aspects of sound. The missing construct natural–

artificial, also originally identified as relevant, is obviously related to an implied sound
source or production method. Its rating is connected to knowledge of context external to
the audio data, which lies beyond descriptor computation using signal-processing tech-
niques, and therefore had to be omitted. We also built on quantitative ratings (annotated
by human listeners, normalized to [0,1] range) in those perceptual dimensions for a broad
variety of 100 textural sounds, as collected for the evaluation in Chapter 2. Figure 5.1
shows a correlation matrix of the perceptual constructs which reveals that these qualities
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are not fully independent. Substantial off-diagonal values for the correlations of ordered–
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Figure 5.1: Pearson correlations between perceptual qualities. The smallest significant
correlation value (at α = 0.05, two-tailed) is ±0.049. Part of Figure 4.4.

chaotic/homogeneous–heterogeneous and tonal–noisy/smooth–coarse resulted from some
degree of similarity as perceived by the listeners in the experiments. From a computa-
tional point of view, it would make sense to transform the coordinate system of the quali-
ties (e.g. using Independent Component Analysis to achieve statistical independence, see
Hyvärinen, 1999), that is, to find derived qualities that exhibit smaller side correlations
and construct the computational descriptors from these. Looking back to the elicitation of
the qualities in Chapter 4, however, it seems very tricky to marry the idea of transforming
the reference system with the repertory grid analysis. For the scope of this thesis we have
therefore stayed with the originally retrieved qualities.

The structure of this chapter is as follows: In the next Section 5.2 we contextualize our
research endeavor. This is followed by a detailed description of our methods (Section 5.3)
and a thorough evaluation of our experimental results in Section 5.4. Finally, Section 5.5
concludes with a summary of the findings and possible implications for the future.

5.2 Context

Within the domain of MIR a large selection of audio descriptors is readily available (see
Herrera et al., 1999a; Peeters, 2004). However, as indicated in Section 4.3.2, only the
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constructs high–low and smooth–coarse show significant correlations of above 0.6 with
some of the low-level audio descriptors operating on spectral properties. The other con-
structs, especially the structural ones (ordered–chaotic and homogeneous–heterogeneous)
can not be represented satisfactorily by available low-level descriptors. Tzanetakis and
Cook (2002); Seyerlehner et al. (2010) give a good account of other timbral, but also
rhythmic and pitch content features.

The overwhelming bulk of the literature is concerned with ‘song’ characterization and
classification (cf. Fu et al., 2011), where two of the predominant tasks are genre classifi-
cation (Aucouturier and Pachet, 2003; Li et al., 2003; Pampalk et al., 2005; Scaringella
et al., 2006) or emotion resp. mood classification (Li and Ogihara, 2003; Kim et al., 2010;
Huq et al., 2010; Laurier, 2011) which are usually tackled using a set of audio descriptors
combined with machine learning algorithms (like Support Vector Machines and others,
see Pohle et al., 2005; Hu et al., 2008) to unearth potential relationships between fea-
ture combinations and the target classes. In most cases the classification is performed on
discrete classes, either genre classes like ‘rock’, ‘pop’, ‘jazz’, ‘classical music’, ‘world
music’, etc., or mood classes like ‘happy’, ‘sad’, ‘dramatic’, ‘mysterious’, ‘passionate’,
and others.

While the genre concept does not seem to be applicable to electroacoustic or gen-
eral sound, the task of modeling emotion resp. affect in sound and music is somewhat
comparable to the task of modeling perceptual qualities. With the existence of a con-
tinuous representation of emotion in the valence–arousal plane (Russell, 1980; Barrett,
1998), Yang et al. (2008) formulate music emotion recognition (MER) as a regression
problem to predict such arousal and valence values. They test both linear regression and
Support Vector Regression (SVR, see Smola and Schölkopf, 2004) based on a selection
of 18 – mostly spectral – musical features. Alternative approaches have been published
by Leman et al. (2005), MacDorman and Ho (2007), and Han et al. (2009). Eerola et al.
(2009) compared the performance of different regression models. In preliminary exper-
iments we tried to model our perceptual qualities using SVR techniques with a range of
low-level descriptors (especially those by Seyerlehner et al., 2010) but could not achieve
significant correlations to human ratings – most probably because the desired high-level
characteristics are not represented by the employed low-level descriptors.

An alternative strategy would be to construct specialized descriptors by engineering
algorithms to fit to given experimental data (Zils, 2004; Pachet and Roy, 2009). How-
ever, this task becomes considerably easier if the underlying mechanisms are known and
understood, in which case one can try to model algorithms using expert knowledge in a
more or less well-directed manner.
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5.3 Method

The general idea is to develop perceptual descriptors from a uniform underlying repre-
sentation for the digital audio data with a few processing steps and a small number (to
avoid the danger of over-fitting from the start) of adjustable parameters. We construct the
descriptor algorithms based on the semantics (i.e. the meanings) of the metaphors used
to label the individual descriptors. For each descriptor, we derive an algorithm capable
of analyzing the structural traces pertaining to the employed metaphor in the space of the
audio representation. Then we tune the respective algorithm parameters to match existing
perceptual ratings of sounds from a representative corpus.

5.3.1 Sound corpus and perceptual ground-truth

The 100 elements of the sound corpus1 were taken from a large collection of abstract
and environmental sounds used for electroacoustic music composition and performance
of the author. It is the same collection of textural sounds as already used in Chapter 4.
See Section 4.2.2 for details of relevant characteristics of the selection and preprocessing
of the individual sounds.

Each sound was rated with regard to the set of perceptual constructs. For this, an
online survey was conducted (see Section 4.3 for details), widely disseminated among
scholars and artists in the domain of sound creation and analysis. On average, each sound
was rated 16 times. We employed a normalization per user to unify mean and variance
of the ratings, and used a 0.75-quantile (centered at the mean) per sound to eliminate
outliers. From that we calculated mean and standard deviation per quality and sound
which we used for the evaluation in Section 5.4 below.

5.3.2 Underlying time-frequency representation

We build on a time-frequency (spectrogram) representation, using a variation of the
Constant-Q Non-stationary Gabor transform (NSGT, Velasco et al., 2011), in our case
employing a perceptually motivated Mel frequency scale2. By carefully analyzing each
of the target constructs for respective spectral and temporal characteristics imprinted into
the spectrograms of various sounds, step-by-step we construct techniques to measure the
individual qualities. In order to arrive at – potentially non-linear – scales that coincide
with listeners’ perception, at several points we introduce scale warping exponents along

1http://grrrr.org/data/research/texvis/texqual.html, last checked 2012-04-11.
2implemented in the Python programming language – refer to http://grrrr.org/nsgt, retrieved

2012-03-28.
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axes of time, frequency, loudness etc. For that, in the following, we often use the gener-

alized mean

Mp
i
(xi) =

(
1
n ∑

i
xp

i

)1/p

(5.1)

where a small value p compresses and, conversely, large p expands the magnitude range
of the summed coefficients. On the other hand, Mp with large negative p provides us
with an equivalent to min, and with large positive p with max, while being continuously
differentiable, which is a prerequisite for many optimization schemes. The notation for
the running index i below the operator is used to indicate the axis of operation in case the
operands are multi-dimensional.

From monophonic digital audio data s we calculate a power spectrogram, with fmin

= 50 Hz (77.8 Mel) , fmax = 15 kHz (3505 Mel) and a frequency resolution of 100 bins
(∆ f = 34.3 Mel) in this range. The temporal resolution is set to 10 ms. We also employ
psychoacoustic processing (psy) using an outer-ear transfer function and calculation of
perceived loudness in Sone units3.

ct, f = psy
(
|NSGT(s)|2

)
, f = [ fmin, fmax] (5.2)

We normalize the sonogram by the mean (i.e. M1) value of all time-frequency coeffi-
cients in the sonogram.

c̄t, f =
ct, f

M1
t ′, f ′

(ct ′, f ′)
(5.3)

We also allow attenuation of the spectrum (e.g. for a bass or treble boost) by a small
number of interpolated factors Φ equally spaced on the Mel scale.

c̃t, f = c̄t, f attΦ( f ) (5.4)

Currently, we use only two factors, one given for the low end and one for the high end
of the frequency scale allowing merely a tilt of bass vs. treble frequencies. These two
attenuation factors are interpolated over the Mel spectrum in logarithmic magnitudes.

attΦ( f ) = exp
(

logΦlow +
f − fmin

fmax− fmin

(
logΦhigh− logΦlow

))
(5.5)

The filter coefficients Φ will be specifically tuned for each of the following perceptual
features.

3analogous to http://www.pampalk.at/ma/documentation.html#ma_sone (retrieved 2012-04-
07), with full scale at 96 dB SPL, omitting spectral spread.
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5.3.3 Descriptor for high–low

Figure 5.2 shows examples of a high sound texture (audio file ‘windspiel1’, top) and a
low one (audio file ‘steelplantL’, bottom) in the time-frequency representation result-
ing from Equation 5.2. Apart from other characteristics it is obvious that the two sounds
differ in their concentration of energy in the higher, or lower, respectively, regions of the
frequency scale.
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Figure 5.2: Sonogram of a high (top) and a low (bottom) sound texture. CQ-NSGT
representation with Mel frequency scale and psychoacoustic processing.

As we have found in Section 4.3.2, the high–low quality is quite well represented by
the existing PerceptualSharpness audio descriptor, which is the “perceptual equivalent to
the spectral centroid but computed using the specific loudness of the Bark bands” (Peeters,
2004). The latter is already provided by our chosen time-frequency representation, so
we only have to calculate the spectral centroids, but not without applying some tunable
warping coefficients.

First we scale the loudness range of the time-frequency components by applying a
power ξ .

c̆t, f = ĉξ

t, f (5.6)

Then we calculate the centroid for each time frame with also warping the frequency axis
by applying a power η .

µt =

∑
f

f η c̆t, f

∑
f

c̆t, f
(5.7)
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Finally, we take the negative mean of all centroids – negative, as high centroid values
correspond to the lower end of the high–low continuum:

Dhigh–low =−M1
t
(µt) (5.8)

5.3.4 Descriptor for ordered–chaotic

We suspect that the perception of order vs. chaos is not sensitive with regard to intensity,
but rather to temporal structure (cf. Gutschalk et al., 2002).

See Figure 5.3 for according examples of an ordered sound texture (regular in
time, audio file ‘tiere18’, top) and a chaotic one (irregular in time, audio file
‘beat-high-r-01’, bottom) in the time-frequency representation resulting from Equa-
tion 5.2.
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Figure 5.3: Sonogram of a ordered (top) and a chaotic (bottom) sound texture. CQ-NSGT
representation with Mel frequency scale and psychoacoustic processing.

Hence, we first detrend the sonogram with respect to loudness by high-pass filtering
along the time axis. This is done by subtracting a convolution of the mean loudness (over
all frequencies) with a Gaussian kernel G of half-width σ .

c̆t, f = ĉt, f −
(

M1
f
(ĉt, f )?Gσ (t)

)
(5.9)

Then we slice the resulting sonogram into pieces si of uniform duration n with a hop

size of m by use of a rectangular (boxcar) window function wn, allowing an optional
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temporal offset ν in the range [0,νmax]:

si,ν ,t, f = ∑
t ′

wn(t ′− (im+ν)) c̆t ′, f (5.10)

We use this offset ν to shift sonogram slices si against each other in time and calculate
a distance function, with minima indicating repetitions of time-frequency structures. This
is done by use of a generalized mean with an exponent ξ < 0 over all slice elements,
specifically exposing small differences.

δi,ν = Mξ

t, f

∣∣si,ν ,t, f − si,0,t, f
∣∣ (5.11)

This yields a set of distance curves as a function of the time shift ν , one for each
sonogram slice si. For “ordered sound” they are expected to show minima at the same
shift positions over all the traces δi. We account for evolutions in time by not matching
the whole set of curves, but rather comparing only consecutive instances. To enforce
magnitude invariance of the curves δi we subtract the means

δ̄i,ν = δi,ν −M1
ν
(δi,ν) (5.12)

before calculating mean distances using an exponent η :

γi = Mη

ν

∣∣δ̄i+1,ν − δ̄i,ν
∣∣ (5.13)

We will weight these similarity measures by the mean magnitude of the minima of the
curves (calculated by a generalized mean with a large magnitude negative exponent α) to
factor in the amount of repetitive similarity,

γ̃i = γi ·Mα

ν
(δi,ν) ·Mα

ν
(δi+1,ν) (5.14)

and accumulate the individual measures for an overall descriptor by taking the loga-
rithm of the mean

Dordered–chaotic = logM1
i
(γ̃i) (5.15)

5.3.5 Descriptor for smooth–coarse

It is intuitive to identify the notion of coarseness with rough changes in loudness over
broad frequency ranges. See Figure 5.4 for examples of a smooth sound texture (audio
file ‘airlowL’, top) and a coarse one (audio file ‘bolzbund1L’, bottom) in the time-
frequency representation resulting from Equation 5.2.
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Figure 5.4: Sonogram of a smooth (top) and a rough (bottom) sound texture. CQ-NSGT
representation with Mel frequency scale and psychoacoustic processing.

In order to measure the strength of loudness changes, we calculate the absolute dif-
ferences along the time axis and integrate along the frequency axis. For that we use a
generalized mean with a low exponent ξ , thereby squeezing the magnitude differences
between the individual frequency bands.

δt = Mξ

f

∣∣∣∣∆t ĉt, f

∣∣∣∣ (5.16)

Then we integrate along the time axis, using a generalized mean with a tunable expo-
nent η which allows to adjust the effect of strong transients vs. smooth regions. We take
the logarithm of the resulting value.

Dsmooth–coarse = logMη

t
(δt) (5.17)

5.3.6 Descriptor for tonal–noisy

The notion of pitchedness is commonly expressed by the presence of strong, isolated
and stationary spectral components. This is opposed to a spectral continuum fluctuating
in time, indicating noise. See Figure 5.5 for examples of a tonal sound texture (audio
file ‘flirr’, top) and a noisy one (audio file ‘schaumknull1L’, bottom) in the time-
frequency representation resulting from Equation 5.2.

To extract such qualities, we first integrate along the time axis, using a generalized
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Figure 5.5: Sonogram of a tonal (top) and a noisy (bottom) sound texture. CQ-NSGT
representation with Mel frequency scale and psychoacoustic processing.

mean with a relatively low exponent ξ , squeezing the magnitude range of the coefficients
ĉt, f .

β f = Mξ

t
(ĉt, f ) (5.18)

Then we integrate along the frequency axis, using a generalized mean with a very
large exponent η , considerably boosting the magnitude range of the coefficients β f . This
emphasizes strong frequency components that stick out of the noise continuum. We take
the logarithm of the resulting value.

Dtonal–noisy = logMη

f
(β f ) (5.19)

5.3.7 Descriptor for homogeneous–heterogeneous

Here, we are interested in comparing the structural properties of the time-frequency com-
ponents on a larger time-scale. See Figure 5.6 for examples of a homogeneous sound
texture (audio file ‘leise+brumm’, top) and a heterogeneous one (audio file ‘tiere3’,
bottom) in the time-frequency representation resulting from Equation 5.2.

In Chapter 2 we have introduced a technique termed fluctuation patterns to model
timbral and micro-temporal properties of textural sound. This is achieved by taking the
STFT of the sonogram along the time axis.

Hence, we slice the sonogram ĉ into pieces si of uniform duration n with a hop size of
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Figure 5.6: Sonogram of a homogeneous (top) and a heterogeneous (bottom) sound tex-
ture. CQ-NSGT representation with Mel frequency scale and psychoacoustic processing.

m by use of a rectangular (boxcar) window function wn:

si,t, f = ∑
t ′

wn(t ′− im) ĉt ′, f (5.20)

and normalize each slice by a mean value with variable exponent ξ (probably close to 2,
equaling RMS), thereby facilitating later comparison of the individual slices:

s̄i,t, f =
si,t, f

Mξ

t ′, f ′
(si,t ′, f ′)

(5.21)

We take the Discrete Fourier transform F along the time axis of each slice s̄i. We are
only interested in the magnitudes, representing the strengths of temporal fluctuation fre-
quencies ρ in spectral frequency bands f .

ŝi,ρ, f =

∣∣∣∣Ft (s̄i,t, f
)∣∣∣∣ (5.22)

We expect the perception of fluctuation strength to be dependent on the frequencies
ρ (see Fastl, 1982). Therefore, for this descriptor we skip spectral attenuation (Equa-
tion 5.4), but instead similarly apply interpolated attenuation factors Ψ to the strengths of
the fluctuation frequencies:

s̃i,ρ, f = ŝi,ρ, f attΨ(ρ) (5.23)
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By calculating the distances between consecutive instances we obtain a measure for
the similarity of the slices. We use a tunable exponent η to adjust the sensitivity,

δi = Mη

ρ, f

∣∣s̃i+1,ρ, f − s̃i,ρ, f
∣∣ (5.24)

and take the logarithm of the resulting value.

Dhomogeneous–heterogeneous = logM1
i
(δi) (5.25)

5.3.8 Determination of descriptor parameters

For each of the descriptors we can start out with intuitively chosen values for the variable
parameters. As already mentioned above, some of the parameters have been chosen with
a specific numerical range in mind, e.g. low or high exponents for the generalized means.
Filter coefficients can be set to zero initially. In order to arrive at optimal settings we
used an Nelder-Mead simplex optimization algorithm4 to tune the parameters, with the
objective of high correlation with the ratings given by human listeners.

5.4 Results

5.4.1 Individually optimized descriptors

Figure 5.7 shows user ratings (black dots) and resulting descriptor values (red dots) for the
construct high–low. The horizontal bars centered around the black dots indicate standard
deviations of the user ratings. It is clear that ratings with low standard deviations are more
significant for the evaluation than those with high deviations. Therefore, for the objective
function of the optimization we used a modified Pearson correlation5 allowing to factor
in individual weights. We weighted with the inverse standard deviation of each rating.

Table 5.1 lists the individual descriptor parameters (see Section 5.3) resulting from
the optimization process performed on the corpus of 100 textural sounds. Some of the
descriptor parameters (especially the integer ones) were fixed to meaningful values in
order to facilitate and accelerate the optimization process.

The correlations achieved with respect to the human ratings are shown in Table 5.2,
listing Pearson correlations (both weighted and unweighted) and mean z-scores. The
latter expresses the error in units of the respective standard deviation.

4http://docs.scipy.org/doc/scipy/reference/generated/scipy.optimize.fmin.html,
retrieved 2012-04-11.

5http://www.mathworks.com/matlabcentral/fileexchange/20846, retrieved 2012-04-05
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Figure 5.7: Comparison of values for user ratings and computed features for the construct
high–low and 100 textural sounds. Both user-ratings and computed values are whitened
with respect to mean and variance. The sounds are ordered by increasing user ratings,
dots indicate mean values for each item, horizontal bars respective standard deviations.
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Construct Fixed parameters Tunable parameters
high–low Φ = [+8.3 dB,+6.1 dB], ξ = 5.24, η = 0.35
ordered–chaotic m = 35, n = 100, ξ =−0.474, η = 100, α =−100

νmax = 150, σ = 5
smooth–coarse Φ = [−8.2 dB,+16.7 dB], ξ = 0.645, η = 0.91
tonal–noisy Φ = [+6.43 dB,0 dB], ξ = 0.642, η = 100
homogeneous– m = 35, n = 100 ξ = 2.48, Ψ = [+29.7 dB,−6.1 dB], η = 1.72
heterogeneous

Table 5.1: Descriptor parameters resulting from optimization with respect to high indi-
vidual accuracy of the descriptors.

r r Mean
Construct weighted unweighted z-score
high–low 0.896 0.870 0.862
ordered–chaotic 0.742 0.677 1.259
smooth–coarse 0.751 0.725 1.005
tonal–noisy 0.750 0.696 1.019
homogeneous– 0.754 0.727 1.028
heterogeneous

Table 5.2: Pearson correlations r (weighted and unweighted) and mean z-score for indi-
vidually tuned descriptors with respect to user ratings for 100 textural sounds.

The linear relationships between the scales of perceived and computed qualities, ob-
tained by optimizing with regard to individually maximum correlation are shown in Fig-
ures 5.8 and 5.9. Table 5.3 lists the corresponding regression coefficients.

To evaluate the robustness of the parameter fitting for sounds outside the training data,
we performed a ten-fold cross-validation (parameters repetitively trained on 90% of the
data, evaluated on the remaining 10%), repeated five times. Table 5.4 shows the results
expressed in mean z-scores. The results are very similar (mostly even superior) to the
z-scores achieved on the training data (see Table 5.2).

We are not only interested in the achievable accuracy of the individual descriptors but

Rhigh–low ≈ Dhigh–low ·3.646+1.834
Rordered–chaotic ≈ Dordered–chaotic ·0.458+3.711
Rsmooth–coarse ≈ Dsmooth–coarse ·0.975+1.165

Rtonal–noisy ≈ Dtonal–noisy ·0.788+1.800
Rhomogeneous–heterogeneous ≈ Dhomogeneous–heterogeneous ·1.575−5.190

Table 5.3: Relationships between perceived (ratings, l.h.s.) and computed (individually
optimized descriptors, r.h.s.) qualities. See also Figures 5.8 and 5.9.
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Figure 5.8: Relationships between computed (x-axis) and perceived (y-axis) qualities,
for qualities high–low, ordered–chaotic, and smooth-coarse, from top to bottom. The
dashed line represents the relation by linear regression obtained for individually optimized
parameters.
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Figure 5.9: Relationships between computed (x-axis) and perceived (y-axis) qualities, for
qualities tonal–noisy (top) and homogeneous–heterogeneous (bottom). The dashed line
represents the relation by linear regression obtained for individually optimized parame-
ters.

Construct Mean z-score
high–low 0.878
ordered–chaotic 1.191
smooth–coarse 0.965
tonal–noisy 1.042
homogeneous–heterogeneous 0.956

Table 5.4: Mean z-score of the resulting descriptor values in relation to user ratings for a
ten-fold cross validation (repeated five times) on the corpus of 100 textural sounds.
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Figure 5.10: Weighted Pearson correlations between computed descriptors (rows), opti-
mized for high individual accuracy, and user ratings (columns), considering 100 textural
sounds. The smallest significant correlation value (at α = 0.05, two-tailed) is ±0.20.

also in a certain amount of independence between them. Figure 5.10 shows a matrix of
weighted Pearson cross-correlations between the individual computable descriptors and
the respective qualities as rated by human listeners. As desired, the diagonal of the corre-
lation matrix dominates the other values, indicating that qualities as perceived by listeners
are relatively unambiguously modeled by the computed features. Nevertheless, there are
considerable side correlations, most prominently between the qualities tonal–noisy and
smooth–coarse, and ordered–chaotic and homogeneous–heterogeneous. Referring to Fig-
ure 5.1 it can be seen that these cross-correlations are already present in the user ratings,
with the same pattern, but to a smaller extent.

5.4.2 Optimization considering cross-correlations

Apart from the goal to optimize each descriptor separately, it is possible to employ a
global optimization scheme optimizing for the contrast between the diagonal elements
and the off-diagonal elements which we wish to be as high as possible. The objective
function we use strives for two goals: Firstly, to keep the main correlations as high as
possible, and secondly, to increase the difference between the diagonal elements and the
largest off-diagonal elements.

For each of the rows and columns of the matrix, respectively, we calculate the dif-
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Figure 5.11: Weighted Pearson correlations between computed descriptors (rows), opti-
mized for high independence, and user ratings (columns) considering 100 textural sounds.
The smallest significant correlation value (at α = 0.05, two-tailed) is ±0.20.

ference between the diagonal element and the largest absolute off-diagonal elements (by
calculating Mp with large positive p, e.g. 10), plus 1 to avoid negative values. This is
multiplied by the diagonal element itself. The product should be as high as possible.
We optimize for the mean (generalized) of all the inverse products with a high exponent,
therefore focusing on larger elements.

min f (r) = Mp
i


(

ri,i

(
ri,i +1−Mp

j 6=i
(
∣∣ri, j
∣∣)))−1

;(
ri,i

(
ri,i +1−Mp

j 6=i
(
∣∣r j,i
∣∣)))−1

 (5.26)

Figure 5.11 shows the Pearson correlations between rated and computed qualities after
optimization in this manner. While the main correlations (diagonal elements) decreased
slightly, the differences to the larger-magnitude off-diagonal elements increased consid-
erably. Nevertheless, the main factor for the successful modeling are the algorithms em-
ployed, and to a much lesser extent the tunable parameters listed in Table 5.5. Hence, the
achievable gains by tuning are limited. The linear relationships between computed and
perceived qualities, as obtained by optimizing for high independence of the qualities, are
shown in Table 5.6.
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Construct Fixed parameters Tunable parameters
high–low Φ = [+12.6 dB,−0.4 dB], ξ = 2.87, η = 0.29
ordered–chaotic m = 35, n = 100, ξ =−0.591, η = 100, α =−46.7

νmax = 150, σ = 5
smooth–coarse Φ = [+22.7 dB,+63.6 dB], ξ = 0.560, η = 1.305
tonal–noisy Φ = [−1.2 dB,0 dB], ξ = 0.993, η = 100
homogeneous– m = 35, n = 100 ξ = 2.63, Ψ = [+42.9 dB,−7.1 dB], η = 1.90
heterogeneous

Table 5.5: Descriptor parameters resulting from optimization with respect to high inde-
pendence of the descriptors.

Rhigh–low ≈ Dhigh–low ·4.269+2.227
Rordered–chaotic ≈ Dordered–chaotic ·0.451+3.823
Rsmooth–coarse ≈ Dsmooth–coarse ·0.713−2.301

Rtonal–noisy ≈ Dtonal–noisy ·0.860+1.456
Rhomogeneous–heterogeneous ≈ Dhomogeneous–heterogeneous ·1.506−7.290

Table 5.6: Relationships between perceived (ratings, l.h.s.) and computed (descriptors
optimized for mutual independence, r.h.s.) qualities.

5.5 Conclusions

We have detailed the construction of audio descriptors capable of modeling high-level,
metaphoric qualities of textural sound which were identified as perceptually relevant in
previous research. Each of the descriptors contains a small number of adjustable parame-
ters which were tuned to a corpus of 100 textural – abstract and environmental – sounds.
Evaluation yielded Pearson correlations between the audio descriptors and human rat-
ings obtained from listening tests of above 0.74 for the ordered–chaotic, smooth–coarse,
tonal–noisy, and homogeneous–heterogeneous constructs, and up to 0.90 for the high–

low construct. The descriptors are robust with respect to data external to the training
corpus, as proven by ten-fold cross-validation. The resulting z-scores on test data were
very similar to the ones obtained on the training data. Apart from tuning for optimal in-
dividual accuracy of the descriptors, we have also shown a strategy for optimization with
respect to enhanced independence. While the main correlations hardly degraded, the side
correlations were noticeably reduced.

So far we have only used simple algorithms and a very small number of adjustable
parameters. We are convinced that with some more refinement the accuracy of our de-
scriptors can be further increased. On a similar note, up to now, the calculation of the
descriptors used an off-line procedure analyzing entire sonograms. This is not a funda-
mental necessity, and in the future we will aim for a real-time capable version.
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Chapter 6

Visualization of perceptual qualities in
textural sounds

6.1 Motivation

Electroacoustic music practice using sampled sounds is almost mandatorily dependent
on visual interfaces capable of displaying properties of these sounds, be it in the form of
waveform displays, sonograms, or other representations (De Poli et al., 1991). The graph-
ical display can ideally be used for browsing, navigating, and processing audio without a
constant need for listening in, thereby considerably speeding up the working process.

Browser applications will typically display more than a single sound, often several
hundreds or thousands. Clearly, common interest lies in interfaces that are capable of
representing both the attributes of individual sounds and the structure of an entire collec-
tion of sounds, including interrelations among the sounds. Such interfaces should allow
users to efficiently pinpoint a sound given some specifications, and also to learn about
the context of a sound element, e.g. which other sounds of the collection exhibit related
properties (see e.g. Pampalk et al., 2002). As mentioned earlier, sensory (as opposed to
arbitrary, cf. Ware, 2000) properties that are aligned with human perception are most
expedient, since they enable access without the necessity of learning the corresponding
systematics.

In the following, we describe and evaluate an implementation of a screen-based inter-
face capable of representing major perceptual qualities of sounds, suited for both individ-
ual sounds and sound collections. Again, we restrict our focus to textural sounds, using
the results from Chapter 4.

Analogous to the previous Chapter 5, we treat the five most relevant intrinsic qualities,
describing spectral/timbral (high–low, tonal–noisy) and structural/temporal (ordered–

chaotic, smooth–coarse, homogeneous–heterogeneous) aspects of sound.
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The structure of this chapter is as follows: In Section 6.2 we contextualize our re-
search endeavor and describe our approach and the experimental setup. This is followed
by a detailed evaluation of our experimental results in Section 6.3. Section 6.4 presents
a prototypic implementation of the method in the form of an online sound browser ap-
plication. Finally, Section 6.5 concludes with a summary of the findings and possible
implications for the future.

6.2 Method and context

6.2.1 Visualization of sound collections

As indicated above we are interested in visualizations that represent both the structure of
an entire collection of sounds and the properties of its individual elements. The task of vi-
sualizing the structure of a multi-dimensional data set, such as a collection of sounds each
characterized by five values, is inherently a problem of dimensionality reduction. Various
algorithms have been developed to achieve a mapping from a higher dimensionality to 2D
as is needed for screen-based interfaces, e.g. Principal Component Analysis (PCA), Self-
Organizing Feature Maps (SOM), etc. (see Ferreira de Oliveira and Levkowitz, 2003, for
a survey) and, as of late, ‘t-Distributed Stochastic Neighbor Embedding’ (t-SNE van der
Maaten and Hinton, 2008) which performs particularly well in preserving both the lo-
cal and global structure, revealing the presence of clusters within the data. All of these
techniques can perform a projection of the coordinates of collection elements to a two-
dimensional map. In the work by Pampalk et al. (2002) it can be seen how this is applied
for ‘maps of music’ where related properties are clustered at ‘islands’, with several of
them spanning an entire sound collection. Other examples of map-like visualizations
for screen-based interfaces would be Coleman (2007); Heise et al. (2008); Schwarz and
Schnell (2009); Dupont et al. (2010).

In order to represent the individual elements we can use iconic visualizations of their
properties, as shown with the ‘Sound Mosaics’ by Giannakis (2001). The combination of
a map-like 2D projection and iconic representation of individual elements leads us to tiled

maps. Sound properties of the elements are encoded into the graphical appearance of the
individual tiles, and the arrangement of tiles represents the collection. Figure 6.1 shows
first takes on such an approach, developed in cooperation with graphic artist Ulla Rauter.
These tilings allow a more or less continuous illustration of properties on a 2D map. The
rightmost example using a honeycomb-like pattern of hexagonal elements served as a
starting-point for our implementation.

It is intuitive that for the grid density (resp. element size) of the tiling there is a tradeoff
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Figure 6.1: First takes on texture visualization capable of representing both the structure
of an entire collection and the properties of its individual elements. Drawn by Ulla Rauter.

between the number of individually representable elements (resolution of the map) and the
precision of representation of an individual element’s qualities. Without having conducted
a more rigorous evaluation, a tile size of 20 pixels has turned out to be a feasible minimum
size. Although smaller values might be desirable for larger databases displayed on small
maps, the reproduction of some graphical properties (e.g. element shape or stroke width)
would degrade considerably.

6.2.2 Visualization of texture properties

The prevailing visual representations of sound are based on low-level physical parameters,
as e.g. instantaneous amplitude or spectral coefficients in the omnipresent waveform or
spectrogram displays (Adams, 2006). However, such visualizations are highly abstract,
lacking a direct relationship to perceptual attributes of sound. Only with considerable
expertise in interpreting such representations is it possible to deduce basic qualities like
volume, high-frequency content or pitchedness. The goal of this research is to immedi-
ately link high-level perceptual qualities (as listed in Table 4.1) to visual correspondents,
thereby potentially enabling a much more intuitive access. Our approach is easily moti-
vated by the classic experiment by Köhler (1929) depicted in Figure 6.2. When subjects
were asked which of the two graphs would correspond to the phantasy word baluba and
which to takete, the overwhelming majority would assign the former to the left graph,
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Figure 6.2: Baluba and takete, taken from Köhler (1929)

and the latter to the right. The effect has also been found with small children as young
as 2.5 years (Maurer et al., 2006). The existence and nature of such cross-modal, specif-
ically auditory-visual associations has been studied in experiments with truly synesthetic
persons (e.g. colored hearing in Ginsberg (1923)), but has also been verified (and labeled
‘synesthesia-like mappings’) for the general population (Hubbard, 1996; Sagiv and Ward,
2006; Evans and Treisman, 2010).

In the literature, cross-modal similarities between sound and vision have been exam-
ined mainly between the properties of pitch and loudness on the one side, and bright-
ness (Marks, 1989), color hue and saturation (Barrass, 1997) on the other. We would like
to extend this selection by exploiting metaphoric descriptions (cf. Marks, 1996) of further
properties, spanning both the auditory and visual domains.

Table 6.1 lists these qualities and the chosen mapping systematics. The mapping of
high–low to visual brightness is relatively straightforward, especially when taking into
account its alternative bright–dull (see Table 4.1) which is also in line with the findings
by Giannakis (2006). Since it is the most relevant of all the qualities (with highest inter-
rater agreement) and the number of visually resolvable steps turned out to be too limited
in first trials, we chose to combine it with color hue, resulting in a gradient from bright
yellow to dark red. In Figure 6.3, the second icon from the left is representative for a
high tone, while the second icon from the right visualizes a rather low-pitched sound.

Giannakis finds the visual parameter of saturation to be connected to loudness which
we don’t consider (see above, Section 4.2.2). Instead we associate saturation to the bipolar
quality tonal–noisy, resulting in colorful elements for pitched sounds and gray ones for
noise. The leftmost and rightmost icons in Figure 6.3 would be candidates for noisy and
tonal qualities, respectively.
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Auditory construct Visual parameter
high→low brightness + color hue

(bright yellow→dark red)
ordered→chaotic regularity of elements

(on grid→deviating from grid)
smooth→coarse jaggedness of element outline

(smooth outline→jagged outline)
tonal→noisy saturation (colorful→gray)
homogeneous→ variability in color parameters,
heterogeneous especially hue

(no variation→much variation)

Table 6.1: Mapping of perceptual auditory qualities to visual qualities.

Ordered–chaotic is associated to the regularity of tile elements in the map. Higher
values of the perceptual quality are interpreted as increasingly higher random deviations
from the grid positions. Naturally, the perception of this visual quality depends on a
certain area to be covered, it is not reflected by one tile alone. In Figure 6.3 the icons
on the left side represent the ordered end of the scale, and the ones on the right side the
chaotic one.

Next, we chose to map the auditory quality of smooth–coarse to the jaggedness of the
element outlines, trying to represent the metaphor of roughness. Compare the first and
second icon (from the left) in Figure 6.3 for coarse and smooth qualities, respectively.

The remaining quality of homogeneous–heterogeneous is translated as variations in
the above visual parameters related to color, foremostly hue, but to a lesser extent also
brightness and saturation. This property too is constituted by a whole neighborhood, not
a single tile alone. The rightmost two renderings in Figure 6.3 would be examples for
high heterogeneity, with the others being rather homogeneous.

6.2.3 Online survey

In order to evaluate our mapping from auditory constructs to visual parameters we con-
ducted an online survey1. Our implementation uses HTML5/Javascript canvas vector
graphics, generated dynamically by any modern web browser from the coefficients of the
five perceptual qualities. Figure 6.3 shows a screenshot of the survey, presenting an audio
player element for a reference sound and five graphical renderings representing different
sets of perceptual qualities. The reference sound is a random selection out of the collection
of 100 texture sounds used in Chapter 4. One of the graphical renderings is a representa-
tion of this reference sound, while the others are either generated by random perceptual

1Online in an updated version at http://grrrr.org/test/texvis as of 2012-04-19.
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Figure 6.3: Online survey with audio player element for the reference sound, five visual-
izations to choose from, and additional input fields for meta-information.

qualities (each of the five dimensions uniformly distributed over full range [0,1], survey
version A), or by randomly chosen other sounds of the collection (survey version B). The
two survey versions present quite different situations to a subject: In version B, the coeffi-
cients used to generate all five graphics come from the same distribution of sounds in the
texture collection. Depending on the variety within the collection the distribution might
or might not be representative for all possible texture sounds. Survey version A tries to
account for that by fully exploiting the ranges for the perceptual coefficients. This may,
however, result in coefficient combinations that would never appear in actual sounds, con-
stituting a somewhat artificial situation. The results from both versions are qualitatively
very similar, so, for the sake of compactness and clarity we will in the following restrict
ourselves to the discussion of survey version B. We have chosen B rather than A because
the former seems to represent a more ‘natural’ situation, also carrying interdependencies
between the individual constructs.

In the basic configuration our survey design does not provide any explicit feedback
for the subjects, whether their vote would match the reference sound or not. With this
deliberate choice we try to inhibit possible learning of the systematics, thereby shifting
focus to the potential of intuitiveness.

We decided to conduct an online survey rather than on-site interviews in order to make
it more accessible and to cover a larger audience. However, this comes with considerable
loss of control on the individual voting situation, e.g. sub-optimal listening conditions
such as poor loudspeakers, or bad quality of the graphical rendering due to browser and
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screen variations. We tried to account for that lack of immediate control by suggesting
modern standard-compliant web browser software (Firefox, Chrome or Safari) and ask-
ing the subjects to convey both their expertise level (‘non-musician’, ‘classical musical
training (also jazz, pop, rock etc.)’ or ‘practice in electronic/experimental music’, in the
following coded as level 0, 1 or 2, respectively) and the individual listening conditions
(‘laptop loudspeakers or similar’ or ‘good loudspeakers/headphones’, coded as condition
0 or 1). As we can see in Section 6.3.1 both latter aspects have a significant impact on the
results.

Another aspect, even more fundamental, is the motivation of the contributing persons,
whether they took the test serious, and took time for it, or whether they were just curious
or wanted to try out the technical implementation. It is straightforward to assume that a
person was interested and willing to contribute meaningful data if she or he spent more
than just a few moments with the survey. Hence, we only considered data of persons
having contributed more than 20 votes, which amounts to 3–5 minutes of interaction.
This restriction reduced the total number of subjects substantially from 220 to 134, but
the vote count by only about 8%, from 8130 to 7452.

6.3 Evaluation

We looked at two main aspects of the survey results: First, the percentage of correct

associations, that is, how often the icon corresponding to the reference sound was chosen.
This hit rate is biased by the fact that two sounds can be very alike in respect to their
perceptual qualities, and also the respective visual representations very similar. If a sound
very similar to the reference sound is among the choices for a vote, chances are high that
the visual representations are confused. Therefore the more appropriate measure is the
RMS distance of the five perceptual qualities (as in Table 6.1) characterizing two sounds.
In the following, we speak of the RMS error when we refer to the perceptual distance
between the sound belonging to the chosen icon and the reference sound.

6.3.1 Expertise and listening conditions

The expertise level and the listening situation are expected to influence the accuracy of
the voting and therefore also the results. It was found that e.g. for survey B, the mean
RMS error for expertise level 0 differs from level 1 with |t = 2.20|> tα=0.05,df=46 = 1.682

(for 19+ 29 voters), and level 1 from level 2 with |t = 5.32| > tα=0.05,df=75 = 1.67 (for

2This notation compares the t-value calculated from the data (l.h.s. of the inequality, absolute value for
two-tailed distribution) to the t-value required for statistical significance (r.h.s.), dependent on the signifi-
cance level (here 0.05) and the degrees of freedom (here 46).
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Expertise / Voters / Mean Mean
Listening cond. Votes RMS error hit rate

all 96 / 5257 0.152 41.8%
0 / 0 4 / 202 0.187 30.2%
0 / 1 15 / 674 0.175 35.0%
1 / 0 7 / 415 0.159 42.2%
1 / 1 22 / 1155 0.165 39.2%
2 / 0 12 / 792 0.148 42.2%
2 / 1 36 / 2019 0.133 46.4%

Table 6.2: Texture visualization survey B, results for different subject groups, all with
min. 20 votes

29+ 48 voters). The influence of the listening condition is less significant, depending
on the survey version. For survey B, mean RMS errors differ rather insignificantly with
|t = 1.46| < tα=0.05,df=94 = 1.66, while for survey A, significant differences can be seen
with |t = 5.66|> tα=0.05,df=41 = 1.68. Overall, it can be stated that the expertise level and
the listening condition have a significant impact on the voting results.

For the detailed analysis of results we focused on two subject groups: First, the gen-
eral group of all subjects having contributed at least 20 votes, and second, the sub-group
of above subjects with ‘practice in electronic/experimental music’ (expertise level 2) and
availability of good listening conditions. This restricted group of expert listeners repre-
sents the actual target users of a graphical interface for musical performance, which would
be a direct application of this research.

6.3.2 Evaluation of survey version B

Table 6.2 shows an overview of the results for different subject groups, having contributed
to survey B. We see that the results of expert listeners are generally better than those of
the entirety of all subjects. The baseline for the mean RMS error (for random choice) is
0.24343, and 1

5 = 0.2 for the mean hit rate.
We find that for the entirety of all subjects the mean RMS error (ε = 0.152, σε =

0.154 for n = 5257) is very significantly lower than the baseline, with |t = −24.4| �
tα=0.001 = 3.29. Naturally, the same goes for expert listeners: Again, the mean RMS
error (ε = 0.133, σε = 0.145 for n = 2019) is significantly lower than the baseline, with
|t =−34.3| � tα=0.001 = 3.30.

Figure 6.4 plots the RMS errors for both the baseline of random choices (dashed
curve) and the actual data of expert listeners (solid curve), ordered by ascending magni-
tude. At the positions on the x-axis where those error curves rise from the zero level, the

3Mean RMS distances among all 100 texture sounds used in the survey.
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Figure 6.4: Distribution of RMS errors in perceptual qualities of selected sounds (solid
curve) vs. random selection baseline (dashed curve), evaluated on the data of expert listen-
ers having rated at least 20 sounds. RMS errors are ordered by ascending value. Survey
B with 36 users, 2019 votes.

vertical dashed lines mark the fraction of correct matches (with RMS error = 0), both for
random selection and for the survey data. All in all, we see that the area under the curves,
representing the error distribution, is considerably smaller for the tests than for a random
selection.

We can take a closer look at the individual perceptual dimensions by correlating the
underlying qualities of the votes with those of the respective reference sounds. Figure 6.5
shows such a matrix of Pearson correlations, plotted with underlying perceptual quali-
ties of the votes (n = 2019 by 36 subjects) along the x-axis, and the references along
the y-axis. For perfect matches of selections to references (unity hit rate) the diagonal
elements would be all one, while absence of correlation would result in zeros. Nega-
tive numbers correspond to inverse correlation. Along the diagonal, we find the highest
correlation for the construct high–low, which implies that this quality is most unambigu-
ously interpreted by the visual representation as understood by the subjects. Tonal–noisy

and smooth–coarse also exhibit comparably high correlations, while ordered–chaotic and
homogeneous–heterogeneous lag behind a bit. For all those values the significance of cor-
relation is very high, with |t| > 20� tα=0.001 = 3.30. Matrix elements off the diagonal
represent cross-correlations between different perceptual qualities – a high value would
indicate a high chance of confusion of respective dimensions. In the matrix we find that
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Figure 6.5: Pearson correlation between qualities of the selected sounds (represented by
the visual icon) and the reference sounds, evaluated on the data of expert listeners having
rated least 20 sounds. Survey B with 36 users, 2019 votes. The smallest significant
correlation value (at α = 0.05, two-tailed) is ±0.044.

the visualization for ordered–chaotic was obviously often understood as representative
for homogeneous–heterogeneous. This is also valid for the reverse relationship, as well
as for the pair of qualities tonal–noisy / smooth–coarse. Turning to Figure 4.4 we can
see that these cross-correlations are already present among the qualities themselves, with
high cross-correlation values appearing at the same positions in the matrix. We can there-
fore assume that it is to some extent natural to confuse mentioned qualities and that is not
necessarily a defect of the visualization mapping.

6.3.3 Learning effects

It is intuitive that persons rating a substantial number of survey examples will implic-
itly try to discover the underlying systematics. A successful match of the visualization
methodology to the one implied by the user should lead to a learning effect, resulting in
decreasing error rates over time. In order to evaluate such learning effects, linear regres-
sion models for the measured RMS errors were calculated per subject, not taking into
account expertise levels or listening situations. The average number of votes per indi-
vidual was about 55 where a linear model seems still justified. For larger training sets a
saturation effect resulting in non-linear characteristics – much like exponential decays –
would be expected.
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For survey B, 96 subjects having rated at least 20 sounds contributed 5257 votes in
total. The mean of per-user regression slopes for RMS errors is −1.033× 10−3 (RMS
error change per vote) with a propagated standard deviation of 7.78× 10−4. The mean
slope is smaller than 0 with t = 12.6 > tα=0.001,df=95 = 3.18. Hence, a significant learning
effect can be observed even in the absence of explicit feedback.

An additional experiment was carried out, using a variation of online survey B with
feedback after each vote. For each of the graphical icons grades were shown, ranging
from 0 (very distant) to 10 (perfect hit), thus indicating the proximity to the ‘correct’
answer. 17 subjects who have not taken the original survey before contributed a total
number of 960 votes. Per-user regression slopes of RMS errors are −9.82× 10−4 with
a standard deviation of 4.09× 10−4. Again, this is significantly smaller than 0, with
t = 9.89 > tα=0.001,df=16 = 3.69.

Counterintuitively, the learning effects of the survey with feedback are found to be a
tad smaller than without feedback. However, these differences are not significant with
|t = 0.168| � tα=0.05,df=40 = 2.02.

6.3.4 Decision time and perceived difficulty

Our goal was to achieve a sensory mapping between auditory and visual dimensions.
This should open up the possibility for purely intuitive association from one domain to
the other, without the necessity of reasoning what the systematics of such a mapping
could be.

Although the guidelines of the online survey advise to ‘proceed simply in an intuitive
manner’, the mean time for one vote was found to be almost 14 seconds which seems quite
long for purely intuitive action. Figure 6.6 plots the measurements of voting time and
achieved average RMS errors for each subject having rated at least 20 sounds with survey
B. The Pearson correlation between the data points of decision time per vote vs. mean
error is only −0.13. The significance test amounts to |t =−1.26|< tα=0.05,df=92 = 1.99,
which means that the dimensions of decision time and RMS error are not significantly
correlated. This finding implies that it does not help in general to ponder extensively what
the best choice could be, but it is equally successful to quickly select the icon suggested
by intuition.

Persons were also asked to rate the perceived difficulty of the auditory-visual asso-
ciation at each vote, by selecting one of three options: ‘straightforward/unambiguous’,
‘difficult/ambiguous’, and ‘impossible’, as seen in Figure 6.3. This input field was intro-
duced to obtain a measure which of the sounds are more difficult to associate than others,
in order to improve the mapping later on. Figure 6.7 plots the measurements of perceived
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Figure 6.6: Plot of mean RMS error vs. mean time per vote (per subject), evaluated on the
data of 94 participants having rated at least 20 sounds. Survey version B.

difficulty vs. average RMS error for each of the 100 sounds used with survey B. A signif-
icant correlation of those dimensions can be found, illustrated by the dashed regression
line. The Pearson correlation between the two dimensions is 0.484, with a significance
test yielding |t = 5.31| > tα=0.05,df=98 = 1.98. Obviously, the contributors were able to
correctly predict when an association would be close to the correct answer, or, on the
other hand, when an association would not likely be successful.

6.4 Application

As a proof of concept, a prototype sound browser application4 was developed which com-
bines the two aspects of mapping the structure of a sound collection and visualizing the
qualities of its elements. Figure 6.8 shows a screenshot of the browser interface, consist-
ing of a dynamically drawn map with white dots marking the positions of the individual
sounds and a continuous tiling of the 2D space corresponding to the perceptual qualities
in the map. The dimensionality reduction was performed in a preprocessing step us-
ing t-SNE (van der Maaten and Hinton, 2008), yielding clusters of resembling perceptual
qualities. These areas of similar qualities are perfectly reflected by the graphical represen-

4http://grrrr.org/test/texvis/map.html, retrieved 2012-04-19
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Figure 6.7: Plot of mean perceived difficulty vs. mean RMS error (per sounds), evaluated
on the data of 94 participants having rated at least 20 sounds. Survey version B.

tation – note the dark and light regions, or areas with more colorful or irregularly spaced
elements. Inverse Distance Weighting is used for interpolation in between the projected
positions of the individual sounds for a smoother appearance. A k-d-tree (Bentley, 1975)
allows for efficient retrieval of sounds to play them interactively by mouse hovering.

6.5 Conclusions

By relying on ‘synesthesia-like’ metaphoric correspondences between the auditory and
visual modalities, we have developed mappings for the visual representation of relevant
perceptual qualities of textural sounds. We conducted an online survey to evaluate our ap-
proach and found that subjects were able to successfully associate sounds with graphical
representations, with RMS errors and rates of correct assignment better than random with
a very high significance. We also found that the indicated expertise of subjects as well as
the listening conditions for the test have a significant impact on the experimental results,
with increasing expertise and better listening conditions, respectively, yielding better re-
sults. For ‘expert listeners’ the rate of correct assignment amounted to 46.4% compared
to the baseline of 20% for random selection. We also found significant learning effects,
independent of the presence or absence of explicit feedback, which led to the conclusion
that there is a correct implicit understanding of the employed mapping. We attribute the
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Figure 6.8: Web-browser based interface for browsing textural sounds building on the
perceptually informed visualization strategy. The tiling is interpolated between the indi-
vidual sounds for a clearer appearance.
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presence of any learning effects at all to the necessary accommodation of subjects to the
online survey, the range of sounds presented, and the characteristics of the visualization
in particular. The original specification of immediate and intuitive correspondence was
affirmed by the result that decision time and error rate of the survey were not correlated.
That is, reasoning does not lead to better results than proceeding in a purely intuitive
manner. We found that the difficulty or ambiguity of the assignments could be correctly
judged by the subjects, due to a significant correlation between perceived difficulty and
error rate.
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Chapter 7

Summary

In this thesis I present fundamental research on technologies in the scope of electroacous-
tic music composition and performance, focusing on the organization of textural sound

material as informed by auditory perception. The division into individual self-contained
chapters has been chosen in regard to previously published research papers.

I have begun by introducing a compact representation for textural audio, modeling
timbral and micro-temporal characteristics which I have evaluated on a selection of en-
vironmental sounds. I have been able to achieve classification accuracies of 85%–90%
using model lengths of 5 seconds. Successful practical deployment for the search and
retrieval of sound fragments in real time has been demonstrated within the framework of
an artistic audiovisual installation.

Based on this representation, methods of structure discovery have been developed for
two main goals: Finding coherent segments in audio, and identifying representative sound
groupings. Both techniques can be used to survey (unknown) audio, or pre-structure it
for use in musical creation. Qualitative evaluation has been performed against existing
published annotations of two well-known electroacoustic pieces. I have been able to
reproduce the manually annotated musical structure and representative sound categories,
dependent on respectively chosen ‘foci of analysis’ defined by specific parameters of the
algorithms involved.

As a central component of this thesis, I have identified perceptually relevant quali-
ties for the description of textural sounds. I used the well-proven repertory grid interview
technique with 20 subjects to elicit a variety of bipolar personal constructs. These were fil-
tered and evaluated using a large-scale web-based survey with more than 100 participants,
yielding statistical data including mean ratings, standard deviations and agreement mea-
sures. I found a selection of six constructs to be statistically significant, namely high–low
and tonal–noisy, representing spectral/timbral, and ordered–chaotic, smooth–coarse, and
homogeneous–heterogeneous, representing structural/temporal aspects of textural sound.
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The construct natural–artificial has also been identified as relevant, although it does not
refer to an inherent sound property, but rather to the type of sound source.

In order to draw on these personal constructs for the automatic description of sound,
computable audio descriptors attuned to the same qualities are indispensable. Since avail-
able descriptors have not been found capable of representing these qualities, I have de-
vised novel audio descriptors based on a common Mel-scaled time-frequency represen-
tation. The derivation of the individual algorithms has been guided by the conceptual
metaphors linked to the personal constructs. Using adjustable ‘warping’-parameters I
have been able to calibrate the descriptors to match the continuous scales of the percep-
tual qualities with a Pearson correlation measure of 0.90 for high–low and above 0.74 for
the other constructs. Apart from tuning for optimal individual accuracy of the descriptors,
I have also shown a strategy for the optimization with respect to enhanced independence.

Finally, I have developed a visualization strategy for said perceptual qualities based
on metaphorical ‘synesthesia-like’ mappings. The previously identified bipolar constructs
were translated to the visual domain, using a design consisting of a tiling with several
graphical properties, informed by auditory characteristics. This representation allows
both iconic and map-like two-dimensional representations. The significance of the vi-
sualization has been evaluated using a web-based online survey with a total of 130 par-
ticipants. I was able to show that the visualization is capable of efficiently supporting
image-based retrieval of textural sounds. Users were able to correctly associate 46.4%
(instead of 20% for random selection) of presented sounds to the respective graphical
representation, even with many sounds that exhibit considerable similarities. In addition,
I have found that musical expertise and the listening situation are significant influencing
factors. On the other hand, decision time is unimportant, proving the intuitiveness of the
visualization. A web-based browser application has been developed to demonstrate the
potential for a future musical interface.

The author sincerely hopes that the presented tools can inform artistic practice by
strongly supporting – instead of derailing – conceptual thoughts and performative impe-
tus. Bob Ostertag’s (2001) statement has not lost much of its relevance within the last
decade of technologically supercharged ars electronica.

“It appears that the more technology is thrown at the problem, the more bor-
ing the results. People set out for new [. . . ] horizons, get lost along the way
in the writing of the code, the trouble-shooting of the systems, and [. . . ] then
fail to notice that the results do not justify the effort.”

Let it be resounding here as a warning to never lose tight contact to the original idea when
using digital tools, or, at least, to deviate with full consciousness.
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Rauber, A. and Frühwirth, M. (2001). Automatically analyzing and organizing music
archives. In ECDL ’01: Proceedings of the 5th European Conference on Research and

Advanced Technology for Digital Libraries, pages 402–414, London, UK.

Russell, J. A. (1980). A circumplex model of affect. Journal of Personality and Social

Psychology, 39(6):1161–1178.

120



Sagiv, N. and Ward, J. (2006). Crossmodal interactions: lessons from synesthesia. In
Martinez-Conde, S., Macknik, S. L., Martinez, L. M., Alonso, J.-M., and Tse, P. U.,
editors, Visual Perception Fundamentals of Awareness: Multi-Sensory Integration and

High-Order Perception, volume 155 of Progress in Brain Research, pages 259 – 271.
Elsevier.

Saint-Arnaud, N. (1995). Classification of sound textures. Master’s thesis, MIT Media
Lab, Cambridge, MA, USA.

Saint-Arnaud, N. and Popat, K. (1998). Computational auditory scene analysis, chapter
Analysis and synthesis of sound textures, pages 293–308. L. Erlbaum Associates Inc.,
Hillsdale, NJ, USA.

Sarkar, M., Vercoe, B., and Yang, Y. (2007). Words that describe timbre: a study of
auditory perception through language. In Cross, J., Hawkins, J., Rebuschat, P., and
Rohrmeier, M., editors, Language and Music as Cognitive Systems Conference (LMCS-

2007), pages 37–38, Cambridge, UK.

Scaringella, N., Zoia, G., and Mlynek, D. (2006). Automatic genre classification of music
content: a survey. IEEE Signal Processing Magazine, 23:133–141.
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